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1 Introduction

Nahm’s equations are a system of non-linear ordinary differential equations
naturally appearing in gauge theory. They are especially important for hy-
perkähler geometry, i.e. the study of Riemannian manifolds (M, g) with three
complex structures I, J,K that are Kähler with respect to g and satisfy the
quaternionic identity IJK = −1. Nahm’s equations are an essential tool to
construct many non-trivial examples. They depend on a choice of a com-
pact Lie group G, and have been used to construct hyperkähler structures
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on various manifolds associated to G, such as the cotangent bundle T ∗GC of
its complexification GC [38], and all coadjoint orbits in g∗C [40, 39, 37, 7].

Concretely, Nahm’s equations are the first-order system of ODEs for
quadruples of maps A0, A1, A2, A3 from an interval I ⊆ R to the Lie algebra
g of a compact Lie group G given by

Ȧ1 + [A0, A1] + [A2, A3] = 0

Ȧ2 + [A0, A2] + [A3, A1] = 0

Ȧ3 + [A0, A3] + [A1, A2] = 0.

There is also a natural action of the group of smooth maps I → G on the set
of solutions to Nahm’s equations. Hence, by choosing different intervals I
and imposing suitable boundary conditions, we can construct various moduli
spaces of solutions to Nahm’s equations. In many cases, those moduli spaces
are finite-dimensional hyperkähler manifolds. The hyperkähler structures
ultimately descend from writing A = A0 +A1i+A2j +A3k where i, j, k ∈ H
are the quaternions and viewing the moduli space as an infinite-dimensional
hyperkähler quotient [30], a concept which we will review in §3.

Nahm’s equations can be seen as a special case of the anti-self-dual (ASD)
equations from gauge theory. Those are non-linear partial differential equa-
tions that first appeared in physics, namely, Yang–Mills theory. They are the
condition that a connection A on a principal G-bundle over a four-manifold
M has anti-self-dual curvature FA, i.e. ∗FA + FA = 0, where ∗ is the Hodge-
star operator. We will review in §2 how Nahm’s equations can be seen as the
ASD equation for an R3 invariant connection on R4, as an example of dimen-
sional reduction. The concept of dimensional reduction of the ASD equations
has been extremely useful for getting interesting hyperkähler moduli spaces.
Other examples include moduli spaces of monopoles [28, 1, 32, 16, 25] and
Higgs bundles [29], as we will review below.

We will then describe various moduli spaces of solutions to Nahm’s equa-
tions and explain a few interesting properties, focusing on the cases where the
interval I on which Nahm’s equations are defined is bounded. More precisely,
in §4, we describe the most basic case where I is a compact interval [a, b]
and solutions are smooth throughout. This gives Kronheimer’s hyperkähler
metric [38] on the cotangent bundle T ∗GC. Then, in §5, we discuss Nahm’s
equations on an open interval (a, b) with prescribed poles at the boundary
points, following Bielawski [4]. This gives other interesting hyperkähler man-
ifolds associated to G generalizing those relevant for monopole moduli spaces
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[28, 1, 32, 16], and can also be used to construct new hyperkähler manifolds
from old by the so-called hyperkähler slice construction.

2 The ASD equations and its reductions

In this section, we review the anti-self-duality (ASD) equations and its re-
ductions, including Nahm’s equations. See, for example, [17, 2, 19] for intro-
ductions to gauge theory and the ASD equations.

2.1 The general ASD equations

Let M be an oriented Riemannian 4-manifold, G a compact Lie group, and
P →M a principal G-bundle over M . Let A ∈ Ω1

P (g) be a connection on P
and FA ∈ Ω2

M(ad(P )) its curvature. Then, because M is 4-dimensional, the
Hodge star operator maps two-forms to two-forms. Hence, it makes sense to
require that

∗FA + FA = 0.

This equation is called the anti-self-dual Yang-Mills equation, or the ASD
equation for short. The self-dual version ∗FA = FA is equivalent to the ASD
equation by switching the orientation of M . If we simply ask that ∗FA is
proportional to FA, say, ∗FA = λFA, then because ∗2 = 1, we get λ2 = 1 so
λ = ±1.

To see where this equation comes from, suppose first that M is compact
and consider the Yang–Mills functional

YM : A 7−→
∫
M

‖FA‖2,

from the space of connections on P to R, where ‖FA‖2 is computed using
the Riemannian metric on M and a choice of invariant inner-product on
g := Lie(G). The Euler-Lagrange equation for the Yang–Mills functional is

dA ∗ FA = 0 ∈ Ω3
M(ad(P )),

which is a second order PDE called the Yang–Mills equations. If ∗FA = ±FA
then we automatically get the Yang–Mills equations dA ∗ FA = 0 by the
Bianchi identity. In fact, solutions to ∗FA = ±FA are the absolute minimum
of the Yang–Mills functional. The advantage of the ASD equations over the
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full Yang–Mills equations is that they are first-order PDEs and hence their
analysis is much simpler.

Let Aut(P ) be the group of automorphisms of P , i.e. G-equivariant
smooth maps ϕ : P → P commuting with the projections to M . Then,
Aut(P ) acts on the space of ASD connections by pullbacks. More precisely,
for ϕ ∈ Aut(P ) and a connection A ∈ Ω1

P (g), we define ϕ · A := (ϕ−1)∗A ∈
Ω1
P (g), which is another connection, and it satisfies the ASD equation if A

does. (We take (ϕ−1)∗A instead of ϕ∗A so that this defines a left action.)
To find a reduction of the ASD equation, we start by taking the model

space M = R4 and look for solutions to the ASD equations that are invariant
under some subgroup Γ of translations of R4. For example, Γ could be
translations in the last three coordinates. Then, we try to interpret the
connection A as a connection on R4/Γ plus some extra “fields”. The next
step is to rewrite these equations in a coordinate independent way, so that it
makes sense for principal bundles P on other spaces M modelled on R4/Γ.
Then, the gauge group of P acts on the space of connections and fields to
give another moduli space, which is often hyperkähler. More precisely, if
A is the space of connections and Higgs fields on M and G the group of
gauge transformations, there is often a subset A0 ⊆ A satisfying appropriate
boundary conditions helping us defining a metric, and a subgroup G0 ⊆ G
acting freely on A0 and whose hyperkähler moment map condition is given by
the reduction of the ASD connection, giving us a hyperkähler moduli space.
Let’s see examples.

2.2 ASD on R4 — instantons

Consider the special case of M = R4 with the flat metric and the trivial prin-
cipal bundle P = M ×G. Then, connections can be written A =

∑3
i=0Aidx

i

and the curvature as F =
∑

i,j
1
2
Fijdx

i ∧ dxj, where

Fij = ∂iAj − ∂jAi + [Ai, Aj].

Then, the ASD equation is

F01 + F23 = 0

F02 + F31 = 0

F03 + F12 = 0.
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Expanding everything, we get the non-linear PDE

∂0A1 − ∂1A0 + ∂2A3 − ∂3A2 + [A0, A1] + [A2, A3] = 0

∂0A2 − ∂2A0 + ∂3A1 − ∂1A3 + [A0, A2] + [A3, A1] = 0

∂0A3 − ∂3A0 + ∂1A2 − ∂2A1 + [A0, A3] + [A1, A2] = 0.

Since P is trivial, the group of gauge transformations can be identified with
the group G of smooth maps from R4 to G. The action in this gauge reads

g · A = Adg A− (dg)g−1,

or in coordinates,
(g · A)i = Adg Ai − (∂ig)g−1.

Here the notation (∂ig)g−1 makes sense for a matrix Lie group, where it is
simply matrix multiplication. In general, we view ∂ig(x) ∈ Tg(x)G for x ∈ R4

and then (∂ig(x))g(x)−1 is defined as dRg(x)−1(∂ig(x)) ∈ T1G = g.

2.3 Reduction to 3D — the Bogomolny equations

Choose a splitting R4 = R×R3 into time and space and consider connections
which are time-invariant, i.e. invariant under translations in the first R-factor
of R× R3. Then, we can write the connection as Φdx0 +

∑3
i=1Aidx

i, where
Φ, A1, A2, A3 are maps R3 → g. We can view this more invariantly as a
connection A =

∑3
i=1Aidx

i on the trivial principal G bundle P over R3

and a section Φ of ad(P ) called the Higgs field. Then, the ASD equation is
equivalent to

∗dAΦ = FA.

This equation makes sense on any principal G-bundle P over a 3-manifold
M , where A is a connection on P and Φ a section of ad(P ). This is called
the Bogomolny equation and its solutions are called monopoles [25, 1]. These
equations have been studied in great details especially for the trivial principal
SU(2)-bundle over R3 [28, 16, 1] and for other groups [31, 32, 48]. For
compact 3-manifolds, all monopoles are trivial, but we can consider other
non-compact Riemannian 3-manifolds such as, for example, the hyperbolic
three-space [51].

The group of gauge transformations of P → R3 preserves the Bogomolny
equation. Thus, by imposing suitable boundary conditions at infinity, we can
construct a moduli space of monopoles, which is often hyperkähler.
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2.4 Reduction to 2D — the Hitchin equations

Now, consider M = R2 × R2 and look for connections which are invariant
under translations in the second R2-factor. Write such connections asA0dx

0+
A1dx

1 + φ2dx
2 + φ3dx

3, where Ai, φi : R2 → g. Again, we view A = A0dx
0 +

A1dx
1 as a connection on R2. To interpret (φ2, φ3) in a coordinate-invariant

way, identify the first R2-factor with C via z = x0 + ix1 and define

Φ =
1

2
(φ1 − iφ2)dz ∈ Ω1,0

C (ad(P )⊗ C),

where P is the trivial principal G-bundle over C. Then, the ASD equations
become

FA + [Φ,Φ∗] = 0

∂̄AΦ = 0,

which are the celebrated Hitchin equations [29, 26]. These equations are in-
variant under conformal transformations, and hence make sense on a compact
Riemann surface Σ. Through an adaptation of the Kobayachi–Hitchin corre-
spondence, the moduli space of solutions to the Hitchin equations over Σ is
isomorphic to the moduli space of stable Higgs bundles over Σ, i.e. holomor-
phic principal GC-bundles P over Σ together with a section of ad(P )⊗ T ∗Σ.

2.5 Reduction to 1D — the Nahm equations

Consider M = R×R3 and connections which are invariant under translations
by R3. Such a connection can be written A0dx

0 + A1dx
1 + A2dx

2 + A3dx
3,

where Ai : R→ g. Again, we can view this as a connection A on the trivial
G-bundle P over R and a Higgs field Φ = A1i+ A2j + A3k : R→ g⊗ ImH,
viewed as a section of the vector bundle ad(P )⊗H over R. Then, the ASD
equations are equivalent to

∗dAΦ +
1

2
[Φ,Φ] = 0.

In components, this is

Ȧ1 + [A0, A1] + [A2, A3] = 0

Ȧ2 + [A0, A2] + [A3, A1] = 0

Ȧ3 + [A0, A3] + [A1, A2] = 0
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and those are called Nahm’s equations, first introduced by Nahm in [49] (but
reinterpreted as a reduction of the ASD equation as above by Donaldson
[16]). They play a central rôle in the study of monopoles [28, 16, 32, 50], but
also in the construction of non-trivial hyperkähler structures on manifolds
associated to G [40, 39, 37, 7, 38, 4, 12, 8, 14, 11], which is the main focus
of these lecture notes. See [6, 12, 4] for other reviews.

The group of gauge transformations of P → R acts on (A,Φ) preserving
Nahm’s equations. In coordinates, a gauge transformation is a map g : R→
G and acts by

g · (A0, A1, A2, A3) = (Adg A0 − ġg−1,Adg A1,Adg A2,Adg A3).

The notation ġg−1 makes sense for a matrix Lie group (and every compact
Lie group is one), but it can also be made invariantly by viewing ġ(t) ∈ Tg(t)G
and using right translation Rg(t)−1 : G → G to map this to dRg(t)−1(ġ(t)) ∈
T1G = g. Then, the map R→ g : t 7→ dRg(t)−1(ġ(t)) is smooth. Equivalently,
this map is t 7→ θ(ġ(t)) where θ ∈ Ω1

T ∗G(g) is the right-invariant Maurer–
Cartan form.

When G = U(n), there is another useful way of thinking about Nahm’s
equations. Namely, a principal U(n)-bundle over I is equivalent to a Her-
mitian vector bundle E of rank n on I. Then, the A0-component can be
viewed as a connection ∇ : Ω0

I(E)→ Ω1
I(E) and the Higgs field components

A1, A2, A3 as three skew-adjoint sections of End(E). Then, Nahm’s equations
are equivalent to

∇∂tA1 + [A2, A3] = 0

∇∂tA2 + [A3, A1] = 0

∇∂tA3 + [A1, A2] = 0.

The gauge group G is the group of automorphisms of E preserving the her-
mitian metric and acts on (∇, A1, A2, A3) by

g · (∇, A1, A2, A3) = (g∇g−1, gA1g
−1, gA2g

−1, gA3g
−1).

To see examples of solutions to Nahm’s equations, consider the case G =
SU(2) and let σ1, σ2, σ3 ∈ su(2) be a basis with

[σ1, σ2] = σ3, [σ2, σ3] = σ1, [σ3, σ1] = σ2.
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Then, A = (0, σ1/t, σ2/t, σ3/t) is a solution with a first-order pole at t = 0.
More generally, for any 0 ≤ k ≤ 1 and 0 ≤ D < 2K(k), where K is the com-
plete elliptic integral of the first kind, we may take A = (0, f1σ1, f2σ2, f3σ3),
where

f1(t) =
D cnk(Dt)

snk(Dt)
=

1

t
+
D2(k − 2)

6
t +O(t3)

f2(t) =
D dnk(Dt)

snk(Dt)
=

1

t
+
D2(1− 2k)

6
t+O(t3)

f3(t) =
D

snk(Dt)
=

1

t
+
D2(k + 1)

6
t +O(t3),

and snk, cnk, dnk are the Jacobi elliptic functions with elliptic modulus k. We
recover the first case by letting D → 0. When D = 2K(k), we get another
pole at t = 1 with residues σ. Also, by letting k → 0, we get

f1(t) =
D cos(Dt)

sin(Dt)

f2(t) =
D

sin(Dt)

f3(t) =
D

sin(Dt)
.

By [14], every solution to the SU(2)-Nahm equations with a first-order pole
of residues σ at t = 0 can be obtained from such a solution by acting by the
gauge group G = {g : I → G : g(0) = 1} and by an SO(3)-action which will
be described in §4.3.8.

3 Hyperkähler manifolds and their quotients

We now give a brief introduction to hyperkähler manifolds and their quo-
tients. See, for example, [15, 27, 30] for other reviews.

3.1 Hyperkähler manifolds

A hyperkähler manifold is a smooth manifold M with a Riemannian metric
g and three complex structures I, J,K that are Kähler with respect to g
and satisfy IJK = −1. In other words, I, J,K behave like the quaternions
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i, j, k ∈ H, and hence hyperkähler manifolds can be viewed as manifolds mod-
elled on the quaternions. Each tangent space TpM is an H-module through
the action of I, J,K and hence is isomorphic to Hn for some n. In particular,
hyperkähler manifolds always have dimension a multiple of four.

Hyperkähler structures are much more rigid than Kähler structures, and
also much rarer. The space Hn of n-tuples of quaternions is of course
an example, but non-trivial examples are quite difficult to construct. Hy-
perkähler manifolds can equivalently be described as 4n-dimensional Rieman-
nian manifolds with holonomy contained in the compact symplectic group
Sp(n) ⊆ GL(4n,R). Hence, their existence was anticipated in the 1950s by
Berger’s list [3] of possible holonomy groups, which contains Sp(n) for all n.
However, the first non-trivial examples only came 20 years later, namely, Cal-
abi [9] showed that T ∗CPn has a Riemannian metric with holonomy Sp(n).

One way to see the rigidity of hyperkähler structures and the reason it
took so long to construct examples, is to look at hyperkähler submanifolds.
In Kähler geometry, we have the two main examples, Cn and CPn, and
non-singular subvarieties of those are new, often highly non-trivial, Kähler
manifolds. In hyperkähler geometry, however, this method does not work. It
is is natural at first sight to expect that using “quaternionic polynomials” of
some sort we can produce interesting hyperkähler submanifolds of Hn. But
this cannot be the case as the only hyperkähler submanifolds of Hn are copies
of Hk (k ≤ n) embedded as affine linear quaternionic subspace [21, Theorem
5]. Also, HPn is not hyperkähler (but it is quaternionic-Kähler; see Swann
[55]) and does not have any non-trivial hyperkähler submanifold either [21].

So taking subspaces does not give anything new, but there is another
way of getting new hyperkähler manifolds from old, which does give inter-
esting results even for Hn. This the notion of hyperkähler quotients [30] (or
hyperkähler reduction), an extension of the notion of Kähler quotients (or
symplectic reduction).

3.2 Riemannian quotients

We begin by reviewing the notion of Riemannian quotients, which is the first
step in the hierarchy of quotients of which hyperkähler quotients is the third.
At each step of the hierarchy, a new idea will be introduced.

Let (M, g) be a Riemannian manifold and G a compact Lie group acting
freely on M by preserving the metric g. Then, the orbit space M/G has a
unique smooth structure such that the quotient map M →M/G is a smooth

10



submersion. Moreover, there is a canonical Riemannian metric induced on
M/G. One way to see this structure is to take for each point p ∈ M the
orthogonal complement Hp of Vp := ker dπp so that TpM = Vp ⊕Hp. Then,
the restriction dπp : Hp → Tπ(p)(M/G) is a linear isomorphism, so we can
use the inner-product on Hp to get one on Tπ(p)(M/G). The G-invariance of
the Riemannian metric on M ensures that this is well-defined, and this gives
a Riemannian metric ḡ on M/G. Equivalently, ḡ is uniquely characterized
by the formula

ḡ(X, Y ) ◦ π = g(X∗, Y ∗) (3.1)

for all vector fields X, Y on M/G, where X∗, Y ∗ are the horizontal lifts of
X, Y on M .

More generally, a smooth map between Riemannian manifolds π : (M, g)→
(N, ḡ) satisfying (3.1) is called a Riemannian submersion. Any such map has
the property that if v ∈ TpM is horizontal (i.e. orthogonal to ker dπp) then
the unique geodesic γ starting at v is horizontal at each point and π ◦ γ is a
geodesic on N (see e.g. [45]). In particular, if M is a complete Riemannian
manifold (i.e. geodesics are defined for all times) then so is N .

We summarize the discussion in the following theorem.

Theorem 3.1. Let (M, g) be a Riemannian manifold and G be a compact Lie
group acting freely and by isometries on M . Then, the quotient space M/G
inherits a Riemannian metric ḡ uniquely characterized by (3.1). Moreover,
if (M, g) is complete, then so is (M/G, ḡ).

3.3 Kähler quotients

We now recall the notion of Kähler quotients, following [30, §3(C)]. Let
(M, g, ω, I) be a Kähler manifold and G a compact Lie group acting freely on
M by preserving the Kähler structure. The theory works more generally for
non-free actions, but we would have to discuss stratified symplectic spaces
and complex-analytic spaces [54, 53, 23], which we omit for conciseness.

Let g be the Lie algebra of G. For x ∈ g we denote by x# the vector field
on M generated by this action. Since G preserves the Kähler structure, we
have Lx#ω = 0 and by Cartan’s formula, this gives ix#dω+d(ix#ω) = 0. Since
ω is closed, we get that all one-forms ix#ω are closed. Suppose that they are
in fact exact and write ix#ω = dµx for some smooth function µx : M → R.
In other words, we suppose that x# is a Hamiltonian vector field and that
µx is the Hamiltonian function. Such an action is called Hamiltonian and
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in that case we can arrange all smooth functions µx into a single smooth
map µ : M → g∗. If we can arrange µ to be G-equivariant with respect to
the coadjoint action on g∗, we call the result a moment map. We say that
a Hamiltonian Kähler manifold is a triple (M,G, µ), where M and G are as
above and µ is a fixed choice of moment map.

In that case, it is easy to show that µ is a submersion so Z := µ−1(0) ⊆M
is a smooth submanifold. If we restrict the two-form ω on Z, i.e. consider
i∗ω where i : Z ↪→ M , we get in general a degenerate two-form. However,
the spaces (TpZ)ω where the symplectic form vanishes on all tangent vectors
of Z is precisely the tangent space Tp(G · p) of the orbit through p (which is
contained in Z by equivariance). Hence, the quotient manifold Z/G (which
is smooth by the freeness assumption) inherits a non-degenerate closed two-
form, i.e. it is symplectic, and is called the symplectic reduction of M by
G with respect to µ, a concept introduced by Marsden–Weinstein [41]. The
symplectic form ω̄ on Z/G is uniquely characterized by the fact that π∗ω̄ =
i∗ω, where π : Z → Z/G is the quotient map.

All the above discussion only uses the symplectic form, but we can also
incorporate the full Kähler structure. First, we get an induced Riemannian
metric ḡ on Z/G using the subspace metric on Z, which is G-invariant. It
turns out that ḡ and ω̄ are always compatible with a complex structure Ī,
making Z/G into a Kähler manifold. The complex structure Ī on Z/G sends a
vector v ∈ TpZ/G to dπ(Iv∗) where v∗ ∈ TpZ is the horizontal lift (I preserves
the horizontal bundle H, so this formula makes sense). The integrability of
this almost complex structure can be verified by computing directly that it
is covariantly constant with respect to the Levi-Civita connection of ḡ. See
[30, §3(C)] for details.

Moreover, if M is geodesically complete, then so is the Kähler quotient
µ−1(0)/G. To see this, we use the Hopf–Rinow theorem to observe that
µ−1(0) is geodesically complete since distances on µ−1(0) are greater than
or equal to distances on M . Then, µ−1(0)/G is complete since µ−1(0) →
µ−1(0)/G is a Riemannian submersion.

To sum up, we have:

Theorem 3.2. Let (M, g, I, ω) be a Kähler manifold, G a compact Lie group
acting freely on M by preserving the Kähler structure, and µ : M → g∗ a
moment map with respect to ω. Then, µ−1(0)/G is a smooth manifold and
has a unique Kähler structure (ḡ, Ī , ω̄) such that π∗ω̄ = i∗ω and ḡ is the
quotient metric of i∗g, where π : µ−1(0) → µ−1(0)/G and i : µ−1(0) ↪→ M .
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Moreover, if g is complete, then so is ḡ.

Now, in most cases, the complex structure can also be viewed by a dif-
feomorphism with a quotient of M by a complex Lie group. For that, we
need to add a few extra assumptions. First, that the action of G extends to
a holomorphic action of its complexification GC. Recall that GC is a complex
Lie group (i.e. a group with a complex manifold structure such that the mul-
tiplication and inversion maps are holomorphic) uniquely determined by the
property that Lie(GC) = g ⊗R C =: gC and G ⊆ GC is a maximal compact
subgroup. This assumption is equivalent to the requirement that the vector
fields Ix# for x ∈ g are all complete, so this is an integrability assumption
and does not incorporate any additional choice.

There is a general theorem [53, 23] which says that µ−1(0)/G ∼= M ss/GC
for some GC-invariant open set M ss ⊆M called the set of semistable points.
Moreover, this works even for non-free actions if we replace the complex
quotient by a categorical quotient in the category of complex-analytic spaces.
But we will omit this theory and argue from first principle that µ−1(0)/G ∼=
M/GC under some assumptions (so we will have M ss = M here). See, for
example, [58, 17, 57, 33, 52, 35, 47, 22, 53, 23, 34, 44] for more on this subject.

The fist assumption is that we have a global Kähler potential f : M → R
(i.e. ω = 2i∂∂̄f) which induces the moment map in the sense that µ(p)(x) =
df(Ix#

p ) for all p ∈ M and x ∈ g. Note that if we start with a G-manifold
M with any G-invariant Kähler potential f , then this formula always de-
fines a moment map. The point is that if f is proper and bounded below
on each GC-orbit, then the inclusion µ−1(0) ⊆ M descends to a biholomor-
phism µ−1(0)/G ∼= M/GC. Here, M/GC inherits the structure of a complex
manifold since the action of GC on M is free and proper. To prove this dif-
feomorphism, we have to show that every GC-orbit through a point p in M
intersects µ−1(0), and that this intersection is precisely a G-orbit. To do so,
we consider the map

F : GC −→ R, F(g) = f(g · p).

Then, the formula for µ in terms of f implies that if g ∈ GC is a critical
point of F then µ(g · p) = 0. Thus, we wish to minimize F . In fact, since
f is G-invariant, we may view this as a map F : H → R where H := GC/G
is the set left cosets. Now, recall that H ∼= g is a Riemannian symmetric
space of non-compact type, with non-positive curvature. In particular, it
is geodesically convex (every two points are joined by a unique minimizing
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geodesic). Moreover, the function F : H → R is geodesically convex, i.e.
for every geodesic γ, the composition F ◦ γ is convex in the usual sense. To
show this, it suffices to observe that geodesics are of the form G exp(itx)g
for x ∈ g and g ∈ GC and we have

d2

dt2
F(G exp(itx)g) = ‖x#

eitxg·p‖
2,

where the norm is computed using the Riemannian metric on M . Moreover,
since f is proper and bounded below on GC-orbits, F attains a minimum,
and by geodesic convexity, this minimum is unique. Here we are using that
GC-orbits are closed and hence embedded. The closedness of the orbits is
true for any free complex-algebraic action, but also more generally for any
free Hamiltonian action [20, Theorem 3.5]. In other words, we have shown
that for all p ∈M there is g ∈ GC such that µ(g · p) = 0 and that any other
such g′ ∈ GC is of the form g′ = kg for k ∈ G. Thus, the map

µ−1(0)/G −→M/GC

is a bijection. It is also easy to check that it is holomorphic with respect to Ī
and hence is a biholomorphism. Moreover, the Kähler potential f : M → R
descends to a Kähler potential f̄ : µ−1(0)/G→ R.

The above discussion can be generalized by having, instead of a Kähler
potential f , a holomorphic line bundle L → M with a unitary structure
whose curvature induces the Kähler form ω. However, for most applications
on hyperkähler manifolds, the above version suffices.

We summarize the above discussion in the following theorem.

Theorem 3.3. Let (M, g, I, ω) be a Kähler manifold with a global Kähler
potential f : M → R and let G be a compact Lie group acting freely on M
by preserving f and the Kähler structure. Then, there is a moment map
µ : M → g∗ for this action given by µ(p)(x) = df(Ix#

p ) for p ∈ M and
x ∈ g. Moreover, if f is proper and bounded below on each GC-orbits, then
the inclusion µ−1(0) ⊆M descends to a biholomorphism

µ−1(0)/G M/GC
∼=

with respect to the Kähler structure on µ−1(0)/G obtained from reduction and
the complex structure on M/GC descending from M .
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3.4 Hyperkähler quotients

We now review the notion of hyperkähler quotients introduced by Hitchin–
Karlhede–Lindström–Roček [30].

Suppose that (M, g, I, J,K) is a hyperkähler manifold and that G is a
compact Lie group acting on M by preserving the hyperkähler structure.
We will still assume that the G-action is free, but the whole story extends
to the non-free action with a certain notion of stratified hyperkähler spaces
[13, 42].

A hyperkähler moment map is a map µ = (µI , µJ , µK) : M → g∗ ⊗ ImH
whose three components µI , µJ , µK are moment maps with respect to the
Kähler forms ωI , ωJ , ωK of I, J,K.

In that case the map

µC := µJ + iµK : M −→ g∗C

is holomorphic with respect to I and is a submersion. Hence, the level set
µ−1
C (0) ⊆ M is a complex submanifold with respect to I and hence also

a Kähler manifold. Moreover, the moment map µI restricts to a moment
map µ−1

C (0) → g∗ for the action of G on µ−1
C (0). Thus, we can perform the

Kähler quotient to get a Kähler manifold µ−1
I (0) ∩ µ−1

C (0)/G. But µ−1
I (0) ∩

µ−1
C (0)/G = µ−1(0)/G so the situation is entirely symmetric and we can

switch the roles of I, J,K to get three Kähler structures Ī , J̄ , K̄ on µ−1(0)/G
with the same Riemannian metric ḡ and satisfying Ī J̄K̄ = −1. In other
words, µ−1(0)/G is a hyperkähler manifold, called the hyperkähler quotient
of M by G with respect to µ. We can check that the Kähler forms ω̄I , ω̄J ,
ω̄K on µ−1(0)/G satisfy π∗ω̄I = i∗ωI , π

∗ω̄J = i∗ωJ , π∗ω̄K = i∗ωK , where
π : µ−1(0) → µ−1(0)/G and i : µ−1(0) ↪→ M , and this characterizes them
uniquely. Moreover, a hyperkähler structure is completely determined by its
three Kähler forms (we have, e.g. I = ω−1

3 ω2), so this condition determines
the whole hyperkähler structure. Also, by the same argument as for Kähler
quotients, if M is complete, then so is the hyperkähler quotient.

Theorem 3.4 ([30]). Let (M, g, I, J,K) be a hyperkähler manifold, G a com-
pact Lie group acting freely on M by preserving the hyperkähler structure,
and µ : M → g∗ ⊗ ImH be a hyperkähler moment map. Then, the quo-
tient µ−1(0)/G is a smooth manifold and has a unique hyperkähler struc-
ture (ḡ, Ī , J̄ , K̄) such that π∗ω̄I = i∗ωI , π

∗ω̄J = i∗ωJ , π∗ω̄K = i∗ωK, where
π : µ−1(0) → µ−1(0)/G and i : µ−1(0) ↪→ M . Moreover, if M is complete,
then so is µ−1(0)/G.
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Definition 3.5. In the setup of Theorem 3.4, the quotient µ−1(0)/G is called
the hyperkähler quotient of M by G with respect to µ and is denoted

M///µ G := µ−1(0)/G,

or simply M///G if the moment map µ is understood.

Now, just like the Kähler case, we can express this quotient in the cat-
egory of complex manifolds by supposing that the G-action extends to an
I-holomorphic GC-action and that the first Kähler structure (I, ωI) on M
is induced by a G-invariant global Kähler potential f : M → R such that
µI(p)(x) = df(Ix#

p ). Then, Theorem 3.3 implies that the inclusion µ−1(0) ⊆
µ−1
C (0) descends to a biholomorphism

µ−1(0)/G µ−1
C (0)/GC.

∼= (3.2)

But this biholomorphism respects more structures. First, note that ωC :=
ωJ + iωK is a non-degenerate holomorphic two-form on (M, I), i.e. (M, I, ωC)
is a complex-symplectic manifold. Moreover, GC preserves ωC and µC is a
holomorphic moment map for the action of GC on (M, I, ωC). Hence, the
right-hand side of (3.2) has a natural complex-symplectic structure, com-
ing from a holomorphic version of symplectic reduction. But the left-hand
side, being a hyperkähler manifold (µ−1(0)/G, ḡ, Ī, J̄ , K̄) also has a complex-
symplectic form, namely, ω̄J + iω̄K . Then, the biholomorphism (3.2) is in
fact an isomorphism of complex-symplectic manifolds. We summarize this
in the following theorem.

Theorem 3.6. Let (M, g, I, J,K) be a hyperkähler manifold and G a compact
Lie group acting freely on M by preserving the hyperkähler structure. Suppose
that there is a G-invariant global Kähler potential f : M → R for (M, g, I)
and a hyperkähler moment map µ : M → g∗⊗ImH whose first component µI
is induced by f . Suppose also that the G-action extends to an I-holomorphic
GC-action and that f is proper and bounded below on each GC-orbit. Then,
the inclusion µ−1(0) ↪→ µ−1

C (0) descends to an isomorphism

µ−1(0)/G µ−1
C (0)/GC.

∼=

of complex-symplectic manifolds, where the left-hand side has the complex-
symplectic structure (Ī , ω̄J + iω̄K) induced from the hyperkähler structure ob-
tained from the hyperkähler quotient, and the right-hand side has the complex-
symplectic structure obtained from complex-symplectic reduction.
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Again, this theorem can be generalized to the case where G does not
necessarily acts freely, but we have to replace µ−1

C (0)/GC by a categorical
quotient in the category of complex analytic spaces, or in many situations,
by a GIT quotient.

3.5 Twistor spaces

Twistor theory for hyperkähler geometry gives a one-to-one correspondence
between hyperkäher manifolds and certain complex manifolds with additional
holomorphic data. This was introduced in [30]. The advantage of this method
is to encode the Riemannian metric and other C∞ data with purely holomor-
phic objects in complex geometry.

We begin by recalling a few facts about the quaternions. Let Sp(1) ⊆ H
be the group of unit-norm quaternions. Recall that Sp(1) ∼= SU(2) via

Sp(1) −→ SU(2), u+ vj 7−→
(
u −v
v̄ ū

)
,

where we use that every quaternion q ∈ H can be uniquely expressed as
q = u + vj for u, v ∈ C. This description of SU(2) makes the double cover
SU(2)→ SO(3) easy to see. Indeed, for every q ∈ Sp(1), the map

Aq : H −→ H, p 7−→ qpq−1.

is an isometry. Moreover, we have Re(qpq∗) = Re(p)‖q‖2, so Aq restricts to a
map ImH→ ImH and hence Aq ∈ SO(ImH). Thus, using the standard basis
i, j, k ∈ ImH, we have a natural Lie group homomorphism map Sp(1) →
SO(3), whose kernel is {±1} ⊆ Sp(1).

To make this map more explicit, identify Ċ2 := C2 − {0} with H∗ via
(u, v) 7→ u+ vj and consider the composition

Ċ2 −→ Sp(1) −→ SO(3),

where the first map is the projection on the unit-quaternions using H∗ →
Sp(1) : q 7→ q/‖q‖. A straightforward computation shows that this map is

(u, v) 7−→ 1

|u|2 + |v|2

 |u|2 − |v|2 2 Im(uv̄) 2 Re(uv̄)
2 Im(uv) Re(u2 + v2) − Im(u2 − v2)
−2 Re(uv) Im(u2 + v2) Re(u2 − v2)

 .
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Note that the first row is C∗-invariant and descends to a diffeomorphism
CP1 → S2, which is explicitly given by

ϕ : CP1 −→ S2, [u : v] 7−→
(
|u|2 − |v|2

|u|2 + |v|2
,

2 Im(uv̄)

|u|2 + |v|2
,

2 Re(uv̄)

|u|2 + |v|2

)
.

Now, the definition of the twistor space of a hyperkähler manifold M is
as follows. Let M be a hyperkähler manifold with complex structures I, J,K
and Riemannian metric g. Then, for any (a, b, c) in the unit two-sphere,
aI + bJ + cK is another integrable complex structure which is Kähler with
respect to g. Using the diffeomorphism CP1 → S2 above, let Iζ for ζ ∈ CP1

be the corresponding complex structure.
Then, Z := M × CP1 can be given a complex structure which at a point

(p, ζ) is given by I(p,ζ) := (Iζ , i) where i is the standard complex structure
on CP1. Then, I is integrable, making Z into a complex manifold encoding
all three complex structures on M . We can recover all complex structures
by noting that the projection π : Z → CP1 is holomorphic and the fibre at
ζ ∈ CP1 is biholomorphic to (M, Iζ).

Moreover, each point p ∈ M gives rise to a holomorphic section of π,
namely, σp : CP1 → Z : ζ 7→ (p, ζ). These section have more special prop-
erties. First, they are compatible with the real structure τ : Z → Z :
(p, ζ) 7→ (p,−1/ζ̄) on Z. The holomorphic sections σp have the property
that σp ◦ τ ′ = τ ◦σp where τ ′ is the antipodal map on CP1. Another property
satisfied by any such section σp is that its normal bundle N → CP1 is isomor-
phic to O(1)⊕2n, where dimM = 4n. Then, M is in bijection with the set of
holomorphic sections of π : Z → CP1 compatible with τ in this way and with
normal bundle O(1)⊕2n. Such sections are called twistor lines. Moreover, by
a theorem of Kodaira [36] in deformation theory, the set of twistor lines can
be given the structure of a smooth manifold and hence the manifold M is
completely encoded by Z.

In fact, the metric g can also be encoded into holomorphic data on Z. We
first observe that g is determined by the symplectic forms ωI , ωJ , ωK . Then,
recall also that ωJ+iωK is a complex-symplectic form with respect to I. More
generally, for any oriented orthonormal frame in R3, we have another triple
I ′, J ′, K ′ of complex structures and hence another I ′-holomorphic symplectic
form ωJ ′ + iωK′ . In particular, for each fixed ζ ∈ CP1, we have a circle of
holomorphic-symplectic structures on M . In fact, we can multiply this by a
real number and get another complex-symplectic form, so we can say that
there is a canonical C∗-family of complex-symplectic form on each fibre of
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Z → CP1. There is no canonical element in this family however, so we have
to be more careful if we want to express this globally on Z. To do so, define
VZ = ker dπ ⊆ TZ, the vertical bundle of the fibration Z → CP1. Then, each
member of this family is an element of Λ2V∗Z . We cannot find a holomorphic
section of Λ2V∗Z over Z which will pick a single choice of complex-symplectic
form, but the symplectic forms do determine a holomorphic section of Λ2V∗Z⊗
π∗O(2) where O(2) is the line bundle of degree 2 on CP1. To see this note
that choosing a frame I ′, J ′, K ′ is equivalent to choosing an element of SO(3).
Now, using the covering Ċ2 = H∗ → Sp(1) → SO(3) explained above, the
holomorphic-symplectic form corresponding to the image of (u, v) ∈ Ċ2 in
SO(3) is

1

|u|2 + |v|2
(
u2(ω2 + iω3)− 2iuvω1 + v2(ω2 − iω3)

)
.

Now, multiplying by the constant |u|2 + |v|2 we get

u2(ω2 + iω3)− 2iuvω1 + v2(ω2 − iω3).

which depends holomorphically on u, v. Since this is a homogeneous polyno-
mial of degree 2, it defines a section of Λ2V∗Z ⊗ π∗O(2).

We call Z together with the fibration π : Z → CP1, the real structure
τ : Z → Z, and the section of Λ2V∗Z the twistor space of M . Then, all this
holomorphic data completely encodes M and its hyperkähler structure.

Theorem 3.7 ([30]). Let Z be a complex manifold of dimension 2n + 1
equipped with

(i) a holomorphic section π : Z → CP1,

(ii) a holomorphic section ω of Λ2V∗Z ⊗ π∗O(2), where VZ = ker dπ ⊆ TZ,
defining a holomorphic-symplectic form on each fibre, and

(iii) an anti-holomorphic involution τ : Z → Z covering the antipodal map
τ ′ : CP1 → CP1 and satisfying τ ∗ω = ω.

Then, the set M of twistor lines, i.e. holomorphic sections σ of π with normal
bundle O(1)⊕2n and such that σ◦τ ′ = τ ◦σ, is a 4n-dimensional smooth man-
ifold with three complex structures I, J,K satisfying IJK = −1. Moreover,
there is a natural pseudo-Riemannian metric g on M of type (4k, 4n−4k) for
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some k which is pseudo-Kähler with respect to I, J,K, i.e. I∗g = g, J∗g = g,
K∗g = g, and the two-forms gI, gJ , gK are closed. In particular, if k = n,
then M is hyperkähler.

Moreover, if M ′ is any hyperkähler manifold, the hyperkähler manifold M
associated to the twistor space Z of M ′ as above has a connected component
isomorphic to M ′.

3.6 Hyperkähler rotation

Note that for any q ∈ Sp(1) ⊆ H, qiq−1 is another complex structure on H,
i.e. (qiq−1)2 = −1, and it is of the form qiq−1 = ai+ bj+ ck for (a, b, c) in the
two-sphere. More generally, if I = ai + bj + ck ∈ H with (a, b, c) ∈ S2, then
I2 = −1 and qIq−1 is also a complex structure on H of the form a′i+ b′j+ c′k
where (a′, b′, c′) ∈ S2 is the rotation of (a, b, c) by the image of q in SO(3).

Similarly, on a hyperkähler manifold (M, g, I, J,K), we can define for
any q ∈ Sp(1) another frame of complex structures I ′ = qIq−1, J ′ = qJq−1,
K ′ = qKq−1 satisfying I ′J ′K ′ = −1, by letting I ′ = aI + bJ + cK where
(a, b, c) are the coefficients appearing in the formula qiq−1 = ai+bj+ck ∈ H,
and similarly for J ′ and K ′. Thus, we can think of Sp(1) as acting on the
two-sphere of complex structures of M by rotations. A hyperkähler rotation
is, roughly speaking, a geometric realization of this by an action on M .

Definition 3.8. Let (M, g, I, J,K) be a hyperkähler manifold. A hyperkähler
rotation is an isometric action of Sp(1) on M such that for all q ∈ Sp(1), the
map

M −→M, m 7−→ q ·m

is holomorphic with respect to I on the left and qIq−1 on the right. If the
action descends to SO(3) (i.e. {±1} ⊆ Sp(1) acts trivially), we call it an
SO(3)-hyperkähler rotation.

The main point about hyperkähler rotation is that the Kähler manifolds
(M, g, I), (M, g, J), and (M, g,K) are all isomorphic. More generally, all
Kähler manifolds (M, g, aI + bJ + cK) for (a, b, c) ∈ S2 are isomorphic, i.e.
there is no special element in the two-sphere of complex-structures.

For example, Hn has a hyperkähler rotation given by

q · (p1, . . . , pn) 7−→ (qp1, . . . , qpn)
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for q ∈ Sp(1). This is not an SO(3)-hyperkähler rotation, but we can also
define

q · (p1, . . . , pn) 7−→ (qp1q
−1, . . . , qpnq

−1)

which is an SO(3)-hyperkähler rotation.
But not every hyperkähler manifold has a hyperkähler rotation. For in-

stance, moduli spaces of solutions to the Hitchin equations [29] do not have
any hyperkähler rotation, since the complex structures I and J are not iso-
morphic.

4 Nahm’s equations on a compact interval

We now focus on the moduli space of solutions to Nahm’s equations on
a compact interval I = [a, b]. We will explain how this gives us a G × G-
invariant hyperkähler metric on T ∗GC for any compact Lie group G, as shown
in Kronheimer [38] and Dancer–Swann [12]. See also [4, §2], [6], and [56].

Let us first observe how natural it is that T ∗GC has a hyperkähler struc-
ture. Recall this if M is any smooth manifold, the cotangent bundle T ∗M
inherits a canonical symplectic form, namely, ω = −dα where α is the
tautological one-form on T ∗M given by α(v ∈ TξT

∗M) = ξ(dπ(v)) where
π : T ∗M → M is the bundle map. This also works in the holomorphic set-
ting, so T ∗GC is a complex-symplectic manifold. As we have seen in §3.4,
all hyperkähler manifolds have an underlying complex-symplectic structure.
Moreover, by the holomorphic version of the Darboux theorem, on a complex-
symplectic manifold, there is a hyperkähler structure on a neighbourhood
of every point (but it may not exist globally). Thus, we generally expect
complex-symplectic manifolds to have hyperkähler structures, although they
are in general difficult to construct.

But there is another reason to expect a hyperkähler structure on T ∗GC.
If we start with the compact Lie group G together with an invariant inner-
product on g = Lie(G) (which always exist by averaging), we have a canonical
G×G-invariant Riemannian metric on G. Next, the complexification GC is a
complex manifold and we have the polar decomposition, saying that the map
G × g → GC : (k, x) 7→ keix is a diffeomorphism. Thus, using the invariant
inner-product to identify g∗ ∼= g, we have a sequence of diffeomorphismsGC =
G×g = G×g∗ = T ∗G, and hence GC also has a canonical symplectic form. It
turns out that this symplectic form is compatible with the complex structure,
making GC into a Kähler manifold, and this structure is also invariant under
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the action of G × G. Thus, T ∗G can be viewed as a complexification of
G. The next step is then to consider T ∗GC, which should be a kind of
quaternionification of G, and hence it is natural to expect that it has a
G × G-invariant hyperkähler structure. This is true, but this structure is
much less obvious than the case of G and GC, and we have to rely on infinite-
dimensional quotients to construct it.

But it is interesting that this infinite-dimensional construction also has
more basic analogues which can be used to construct the bi-invariant Rie-
mannian metric on G and the Kähler structure on T ∗G = GC. We first
discuss this, as most of the ideas are contained in these easier examples.
This approach is due to Bielawski [6].

4.1 Bi-invariant metric on a compact Lie group from
an infinite-dimensional quotient

Let A be the space of connections on the trivial principal G-bundle over I =
[0, 1] and let G be the gauge group. More precisely, we identify A = C1(I, g)
and G = C2(I,G), and the action of G on A is g ·A = gAg−1− ġg−1. The set
A is a Banach space (with norm ‖A‖ = ‖A‖∞ + ‖Ȧ‖∞) and G is a Banach
Lie group. We can also view A as an infinite-dimensional Banach manifold,
where each tangent space is identified with A. Moreover, we can endow A
with a Riemannian metric by the L2 inner-product

〈X, Y 〉 =

∫ 1

0

〈X(t), Y (t)〉dt,

for tangent vectors X, Y ∈ A. Moreover, this metric is invariant under the
action of G. The normal subgroup G0 = {g ∈ G : g(0) = g(1) = 1} acts
freely on A with finite-dimensional slices, so the quotient space A/G0 is a
finite-dimensional Riemannian manifold.

To see this, take A ∈ A. Then, elements of G0 can be written ex for
x : I → g with x(0) = x(1) = 1. Thus, we get that the tangent space through
the orbit of A is the set of [x,A] − ẋ. Then, using integration by part, we

see that X ∈ A is orthogonal [x,A] − ẋ if and only if
∫ 1

0
〈X, [x,A] − ẋ〉 =∫ 1

0
〈Ẋ + [A,X], x〉 = 0 and hence the orthogonal complement to TA(G0 · A)

is the space of solutions to the linear ODE Ẋ + [A,X] = 0, which is finite-
dimensional, of dimension g. Moreover, if b ∈ C1(I, g) is small enough the
G0-orbit through A+b intersects this slice exactly once (see Kronheimer [38]).
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The metric on A is invariant under the larger group G and there is a
residual action of G/G0 = G × G on A/G0, so the Riemannian metric on
A/G0 is G×G-invariant. Now, by taking the holonomy of a connection, we
get a map A → G. More concretely, if A ∈ A, viewed as a map A : I → g,
then there is a unique solution to the equation gAg−1 − ġg−1 = 0 with
g(0) = 0, i.e. each connection can be gauged by G to the trivial connection.
Indeed, we can put the equation in the form ġ = gA, which is a linear ODE.
Then, g(1) ∈ G is uniquely determined by A, giving us a map A → G. In
fact, this map is G0-invariant and descends to a diffeomorphism A/G0 → G
which intertwines the G/G0 = G×G-action on A/G0 with the G×G-action
on G by left and right multiplications. This constructs a bi-invariant metric
on G, which is, in fact, the usual one.

Remark 4.1. If G is simply-connected, the condition that two elements of A
are in the same G0-orbit can be defined intrinsically in A without mentioning
G. Moreover, we can define a Lie group structure directly on A/∼ without
reference to G, and such that the above diffeomorphism A/∼ ∼= G is an
isomorphism of Lie groups. Since A/∼ and its Lie group structure then
depends only on the Lie algebra g, this is one way of proving that every Lie
algebra integrates to a simply connected Lie group. This is the approach
taken by Duistermaat and Kolk [18].

4.2 Kähler structure on a complex reductive group
from the “baby Nahm equations”

To get the Kähler metric on T ∗G ∼= GC, we complexify, that is, we consider
the space AC = A ⊗R C of C1 maps A = A0 + iA1 : I = [0, 1] → gC. We
can view this as an infinite-dimensional Kähler manifold by considering the
Riemannian metric on AC given by

〈X, Y 〉 :=

∫ 1

0

(
〈X0(t), Y0(t)〉+ 〈X1(t), Y1(t)〉

)
dt

for X, Y ∈ AC and the complex structure I(X0, X1) = (−X1, X0). The group
G acts on AC by

g · (A0, A1) = (gA0g
−1 − ġg−1, gA1g

−1)

and this action preserves the Kähler structure. In other words, we can view
A0 as a connection on the trivial principal G-bundle P on interval I and A1
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as a “Higgs field”, i.e. a section of ad(P ), and this is the natural action by
automorphisms of P . As before, the subgroup G0 ⊆ G acts freely on AC.
Now, we want to take the Kähler quotient of AC by G0. First, we have a
moment map for the G0-action given by

µ : AC −→ C0(I, g), A 7−→ Ȧ1 + [A0, A1].

The interpretation of this as a moment map for the G0-action is through the
non-degenerate pairing C0(I, g) × Lie(G0) → R : (x, y) 7→

∫
I
〈x, y〉, where

Lie(G0) = {x ∈ C2(I, g) : x(0) = x(1) = 0}. To see this, let x ∈ Lie(G0) and
let X, Y ∈ TAAC = AC. Then, the Kähler form ω on AC is given by

ω(X, Y ) = 〈IX, Y 〉 =

∫
I

〈−X1, Y0〉+ 〈X0, Y1〉

and

x#
A =

d

ds

∣∣∣∣
s=0

esx · A = ([x,A0]− ẋ, [x,A1]).

Thus,

ix#
A
ω(Y ) =

∫
I

〈−[x,A1], Y0〉+ 〈[x,A0]− ẋ, Y1〉

=

∫
I

〈[Y0, A1] + [A0, Y1], x〉 − 〈ẋ, Y1〉

By integration by part and the fact that x(0) = x(1) = 0, we get−
∫ 1

0
〈ẋ, Y1〉 =∫ 1

0
〈x, Ẏ1〉 and hence

ix#
A
ω(Y ) =

∫
I

〈Ẏ1 + [Y0, A1] + [A0, Y1], x〉 =

∫
I

〈dµA(Y ), x〉,

where µ(A) = Ȧ1 + [A0, A1].
Moreover, µ is a submersion and hence the version of the inverse function

theorem for Banach manifolds shows that µ−1(0) is a Banach submanifold
of AC. To see this, we must show that for all A ∈ AC, the derivative dµA :
AC → C0(I, g) is surjective. In other words, we must show that for all
x ∈ C0(I, g) and A ∈ AC, we can solve the equation

Ẋ1 + [X0, A1] + [A0, X1] = x
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for X ∈ AC. But this is a first order linear inhomogenous ODE, so we can
always find a solution.

Moreover, G0 acts freely and a similar argument as in the preceding sec-
tion shows that this action has finite-dimensional slices so that the quotient
µ−1(0)/G0 is a finite-dimensional Kähler manifold canonically associated to
G.

Now, by an infinite-dimensional version of the equivalence between Kähler
and complex quotients stated in Theorem 3.3, we have a biholomorphism

µ−1(0)/G0 −→ AC/G0
C

where GC = C2(I,GC) is thought of as the complexification of G, and G0
C is

the subgroup of g ∈ GC which are trivial at the boundary points.
To see this, we imitate the proof of the finite-dimensional case (Theorem

3.3), so we need a G0-invariant Kähler potential. This can be taken to be

f : AC −→ R, f(A) =
1

2

∫
I

‖A1‖2.

Moreover, the moment map µ defined above is the moment map associated
to f . We need to show that for every A ∈ AC there exists g ∈ G0

C such that
g · A ∈ µ−1(0) and that those are unique up to the action of G0. As in the
finite-dimensional case, the trick is to consider the “Kempf–Ness function”

F : G0
C −→ R, g 7−→ f(g · A).

Then, if g is a critical point of F we have µ(g · A) = 0 as expected. Now,
note that F is invariant under left multiplication by G0, so it descends to a
map F : C2(I,H)0 → R, where H = GC/G and C2(I,H)0 is the set of C2

maps h : I → H such that h(0) = h(1) = G. Then, the uniqueness part
amounts to show that critical points of F are unique. Again, we show this
by showing that F has a unique global minimum by a convexity argument.

First, as in the Riemannian case, we can gauge A to zero, i.e. there is
g ∈ GC such that g · A = 0 and g(0) = 1. Indeed, this reduces to the linear
ODE ġ = gA. Thus, we can assume without loss of generality that A = 0,
but we have to enlarge the domain of F to GC/G = C2(I,H) and now we
must show that for any a, b ∈ GC there is a unique h ∈ C2(I,H) which
minimizes F with the constraint that h(0) = Ga and h(c) = Gb. But the
map F can be expressed as

F : C2(I,H) −→ R, F(h) =
1

2

∫
I

‖ḣ(t)‖2
Hdt,
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where the norm is computed in theG-invariant metric on the symmetric space
H. In other words, minimums of the functional F are precisely geodesics on
H. But H is a simply-connected complete Riemannian manifold of sectional
curvature ≤ 0 (for two orthogonal vectors x, y ∈ g ∼= T1(GC/G) the sectional
curvature is given by K(x, y) = −1

4
‖[x, y]‖2, see, e.g. [24]), so there is a

unique geodesic through any two points (a theorem of Cartan). (In fact, in
this case all geodesics are of the form t 7→ G exp(itx)g for x ∈ g and g ∈ GC).
This implies that for all A ∈ AC there is g ∈ G0

C such that µ(g · A) = 0 and,
moreover, that if g′ ∈ G0

C has the same property, then g′ = gk for some
k ∈ G0. Hence, we get a homeomorphism

µ−1(0)/G0 −→ AC/G0
C.

Now, using the holonomy map again, we have a biholomorphismAC/G0
C
∼= GC

and the composition µ−1(0)/G0 → GC is a biholomorphism which intertwines
the residual G/G0 = G × G action on µ−1(0)/G0 with the action of G × G
on GC by left and right multiplications. This gives the bi-invariant Kähler
structure on GC. It can also be checked directly from the infinite-dimensional
construction that the Riemannian metric is complete.

We can also identify the symplectic quotient µ−1(0)/G0 as T ∗G. Indeed,
we can always find g ∈ G which transforms A0 to 0, i.e. gA0g

−1 − ġg−1 = 0
with g(0) = 1. Then, since the moment map is G-equivariant, the new
element B = g · A satisfies Ḃ1 = 0 so g · A = (0, x) for some constant x ∈ g.
Then, the map

µ−1(0)/G0 −→ G× g, A 7−→ (g(1), A1(0))

where ġ = gA0 and g(0) = 1 is a diffeomorphism. Moreover, by identifying
G × g = G × g∗ = T ∗G using right translations, this diffeomorphism is a
symplectomorphism with respect to the canonical symplectic form on T ∗G.
This morphism is also compatible with the natural G × G-action on T ∗G.
Recall that if M is any smooth manifold with an action of a Lie group
G, then this lifts to an action of G on T ∗M which preserves the canonical
symplectic form and has a canonical moment map (given by µ(ξ)(x) = α(x#

ξ )
for ξ ∈ T ∗M and x ∈ g where α ∈ Ω1

M(g) is the tautological 1-form). We
can use this general principle with the action of G × G on G by left and
right multiplication to get a canonical Hamiltonian G × G-action on T ∗G.
Then, the symplectomorphism µ−1(0)/G0 → T ∗G intertwines the residual
G/G0 = G × G-action and this canonical G × G-actions. Moreover, the
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moment map on T ∗G has a simple expression on µ−1(0)/G0, namely, it is
given by

µ−1(0)/G0 −→ g∗ × g∗, A 7−→ (A1(0),−A1(1)),

where we identify g∗ with g using the invariant inner-product.
By going through the definitions of the maps above, we can see that the

diffeomorphisms G × g → GC is given by (k, x) 7→ keix. Hence, a corollary
of our discussion is a proof of the polar decomposition for complex reductive
groups.

Moreover, by general theory, the Kähler potential f : AC → R descends
to a Kähler potential on µ−1(0)/G0. In terms of T ∗G = G × g, we can see
that this potential is given by

G× g −→ R, (g, x) 7−→ 1

2
‖x‖2.

Hence, the Kähler structure on T ∗G = GC can be been obtained purely by
finite-dimensional methods, simply by using the polar decomposition G×g =
GC and defining the potential f by this formula.

On the other hand, when we take the next step and quaternionise to
get the hyperkähler structure on T ∗GC, the Kähler potential will not admit
such a simple finite-dimensional formula, and hence this approach will give
genuinely new and non-trivial structures, which can only be seen by going to
the infinite-dimensional setting.

4.3 Hyperkähler structure on the cotangent bundle of
a complex reductive group from Nahm’s equations

Finally, we quaternionize, i.e. let AH be the set of C1 maps A = A0 +
A1i + A2j + A3k : I → gH := g ⊗R H. We will view this as an infinite-
dimensional Banach hyperkähler manifold with an action of G0, and study
the hyperkähler quotient. The moment map equations will then be precisely
the Nahm equations and the hyperkähler quotient will be identified with
T ∗GC.

4.3.1 The moduli space

We will restrict to the interval I = [0, 1] for simplicity of notation, but all
results are valid for a general interval [a, b]. We will discuss the effect of
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varying the interval in the next section. As before, we see AH as a Banach
manifold with Riemannian metric

〈X, Y 〉 :=

∫ 1

0

3∑
i=0

〈Xi(t), Yi(t)〉dt.

But now we also have three complex structures induced by left multiplica-
tions by i, j, k and hence AH is a Banach hyperkähler manifold. Again, this
structure is preserved by the gauge group G, which acts by

g · (A0, A1, A2, A3) = (gA0g
−1 − ġg−1, gA1g

−1, gA2g
−1, gA3g

−1).

Then, G0 acts freely on AH and we have a hyperkähler moment map

µ : AH −→ C0(I, g)3, A 7−→

Ȧ1 + [A0, A1] + [A2, A3]

Ȧ2 + [A0, A2] + [A3, A1]

Ȧ3 + [A0, A3] + [A1, A2]

 . (4.1)

The proof is similar to the one of the preceding section. Moreover, the same
ideas using slices show Kronheimer’s theorem:

Theorem 4.2 (Kronheimer [38]). The quotient

M := µ−1(0)/G0

is a finite-dimensional smooth manifold with a complete hyperkähler structure
invariant under the G×G-action.

Proof. (Sketch) To show that µ−1(0) is a smooth Banach submanifold of
AH we use the inverse function theorem, i.e. it suffices to show that for all
A ∈ AH, the derivative dµA : AH → C0(I, g)3 is surjective. In other words,
we must show that for all x ∈ C0(I, g)3 and A ∈ AH, we can solve the
equation

Ẋ1 + [X0, A1] + [A0, X1] + [X2, A3] + [A2, X3] = x1

Ẋ2 + [X0, A2] + [A0, X2] + [X3, A1] + [A3, X1] = x2

Ẋ3 + [X0, A3] + [A0, X3] + [X1, A2] + [A1, X2] = x3

for X ∈ AH. As before, this is a first order linear inhomogenous equation, so
we can always find a solution.
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Now, to show that the quotient µ−1(0)/G0 is smooth we must find slices
for the G0-action. For that, we can use the L2-inner-product. At each A ∈
µ−1(0), the orthogonal complement to the G0-orbit through A is the set of
X ∈ AH such that

Ẋ0 + [A0, X0] + [A1, X1] + [A2, X2] + [X3, X3] = 0 (4.2)

Ẋ1 + [A0, X1] + [X0, A1] + [A2, X3] + [X2, A3] = 0 (4.3)

Ẋ2 + [A0, X2] + [X0, A2] + [A3, X1] + [X3, A1] = 0 (4.4)

Ẋ3 + [A0, X3] + [X0, A3] + [A1, X2] + [X1, A2] = 0. (4.5)

The first equation is the condition that X is orthogonal to the G0-orbit and
the last three equations are the condition that X is tangent to µ−1(0). This
is a linear ODE whose space of solutions has dimension 4 dim g. Moreover,
in a neighbourhood of A, each G0-orbit meets this slice exactly once, soM is
a smooth manifold and inherits a hyperkähler structure by the hyperkähler
quotient construction.

To see completeness of the metric, let xn ∈ M be a Cauchy sequence.
Then, we can show that ν−1(0) → M has the horizontal lift property and
this implies that there is a sequence of representatives An ∈ ν−1(0) that are
bounded in A. In particular, they have bounded L2 norm. Then, there exists
unique gn ∈ G such that gn · An = (0, ∗). But then ‖gn · An‖2 = ‖An‖2, so
without loss of generality we have representatives of the form An = (0, ∗) with
bounded L2-norm. But An are then infinitely differentiable and the Nahm’s
equations imply that all derivatives have bounded L2 norm so An → A where
A is smooth (by the Arzela–Ascoli theorem) and satisfies Nahm’s equations.
Moreover, since Riemannian submersions shorten distances, xn converges to
x = π(A) in M.

4.3.2 Varying the interval

Denote by M[a,b] the moduli space of solutions to Nahm’s equations on the
compact interval I = [a, b]. Then all results of the preceding section remain
true, showing that M[a,b] is a finite-dimensional hyperkähler manifold.

For all c ∈ R, the translation map [a, b] → [a + c, b + c] induces an
isomorphismM[a,b] →M[a+c,b+c] of hyperkähler manifolds, soM[a,b] depends
only on the length of the interval. Hence, without loss of generality, we
can restrict to the intervals of the form [0, a] for a > 0 and denote the
corresponding moduli space by Ma.
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Now, for a, b > 0 there is a scaling map Ma →Mb obtained by sending
a solution A : [0, a] → gH in Ma to the solution B : [0, b] → gH in Mb

defined by B(t) = a
b
A(a

b
t). This map is holomorphic with respect to all three

complex structures, but scales the metric by a constant factor:

Proposition 4.3. For all a, b > 0, the scaling map Ma →Mb is conformal
with conformal factor a/b, i.e. if ga and gb are the Riemannian metrics on
Ma and Mb respectively, then the pullback of gb is a

b
ga.

4.3.3 Complex-symplectic description

We now identify the complex structure:

Theorem 4.4 (Kronheimer [38]). There is a G × G-equivariant diffeomor-
phism

M−→ T ∗GC,

which is also an isomorphism of complex-symplectic manifolds with respect
to (I, ωJ + iωK) on M and the canonical complex-symplectic structure on
T ∗GC.

This uses an infinite-dimensional version of the equivalence between hy-
perkähler quotients and complex-symplectic quotients as stated in Theorem
3.6. We now explain the proof of this thereom. Let

α = A0 + iA1, β = A2 + iA3,

viewed as maps I → gC. In other words, we identify AH with A2
C, where

the latter is viewed as an infinite-dimensional complex-symplectic manifold.
Using the decomposition gC = g⊕ ig, we have a conjugation operation gC →
gC : x 7→ x̄ such that x̄ = x if and only if x ∈ g. But it is more customary
to use the “conjugate transpose” operation gC → gC : x 7→ x∗ defined by
x∗ := −x̄. If we have an embedding G ⊆ U(n) (which always exists) then x∗

is the usual conjugate transpose. Then, splitting the hyperkähler moment
map (4.1) into a complex part µC = µJ + iµK : A2

C → C0(I, gC) and a real
part µI : AH → C0(I, g), we see that Nahm’s equations are equivalent to

β̇ + [α, β] = 0

α̇ + α̇∗ + [α, α∗] + [β, β∗] = 0.
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The first of these is called the complex Nahm equation and the second is called
the real Nahm equation. As expected from the finite-dimensional picture,
the complex part µC is a complex-moment with respect to the action of the
complexified group GC. Explicitly, GC acts on A2

C by

g · (α, β) = (Adg α− ġg−1,Adg β).

Hence, the complex Nahm equation is preserved by GC and, as for the
finite-dimensional case, we wish to show that µ−1(0)/G0 is biholomorphic
to µ−1

C (0)/G0
C. In other words, we want the following result of Donaldson:

Theorem 4.5 (Donaldson [16]). For every solution (α, β) to the complex
Nahm equation, there exists g ∈ G0

C such that g · (α, β) solves the real Nahm
equation. Moreover, g is unique up to left multiplication by G0.

This theorem implies that the map M→N , where

N := µ−1
C (0)/G0

C

= {(α, β) ∈ A2
C : β̇ + [α, β] = 0}/G0

C

is an isomorphism of complex-symplectic manifolds. The proof of Donald-
son’s theorem is very neat and will be given below. But assuming it for the
time being, we can prove Theorem 4.4 quite easily.

As before, the GC-freedom allows us to gauge α to zero, i.e. there exists
a unique g ∈ GC such that g · (α, β) = (0, β̃) and g(0) = 1, as this is
equivalent to the linear ODE ġ = gα. Now, since the complex Nahm equation

is preserved by the GC-action, the new solution (0, β̃) satisfies ˙̃β = 0 and
hence g · (α, β) = (0, x) for some constant x ∈ gC. Thus, up to the action
of G0

C, the solution (α, β) is determined by x and g(1). Hence, we have a
biholomorphism

GC × gC −→ N , (a, x) 7−→ ga · (0, x),

where ga is any smooth map I → GC with g(1) = a−1. The inverse map is

(α, β) 7−→ (g(1), β(a))

where ġ = gα and g(0) = 1. Now, using right translations and the invariant
inner-product, we have that

GC × gC ∼= GC × g∗C
∼= T ∗GC.
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Moreover, at a point (a, x) ∈ GC × gC and using T(a,x)(GC × gC) ∼= gC × gC
the canonical holomorphic-symplectic form on T ∗GC can be expressed as

ω(a,x)((u1, v1), (u2, v2)) = 〈u1, v2〉 − 〈u2, v1〉 − 〈x, [u1, u2]〉,

where 〈·, ·〉 : gC × gC → C is the non-degenerate invariant bilinear form
associated to our choice of invariant inner-product on g.

Proposition 4.6. The map GC × gC → N is an isomorphism of complex-
symplectic manifolds.

Proof. We can find local lifts U ⊆ GC×gC → µ−1
C (0) whose composition with

the projection to N is the isomorphism in question. To simplify the notation,
we suppose there is a lift ϕ̂ : GC × gC → µ−1

C (0). Let π : µ−1
C (0) → N be

the quotient map, i : µ−1
C (0) ↪→ AH the inclusion, and ϕ : GC × gC → N the

bijection. We have ϕ = πϕ̂. Let ω be the symplectic form on AH and η the
one on GC×gC. Then it suffices to show that ϕ̂∗i∗ω = η since the symplectic
form ω̄ on N satisfies π∗ω̄ = i∗ω and hence ϕ̂∗i∗ω = ϕ̂∗π∗ω̄ = ϕ∗ω̄.

Now, let (a, x) ∈ GC × gC and choose tangent vectors (u1, v1), (u2, v2) ∈
T(a,x)(GC × gC). Since we use right translation, u1 can be identified with a
tangent vector of GC at a via d

dt
|t=0e

txa. Then,

dϕ(a,x)(u, v) =
d

ds

∣∣∣
s=0

ϕ(esua, x+ sv)

and we can take gesua(t) = ga(t)e
−tsu. Hence,

dϕ(a,x)(u, v) = (Adga u,Adga(t[x, u] + v)).

Now, we have

ω((X1, Y1), (X2, Y2)) =

∫ 1

0

〈X1, Y2〉 − 〈Y1, X2〉

so

(ϕ∗ω)((u1, v1), (u2, v2)) =

∫ 1

0

〈u1, t[x, u2] + v2〉 − 〈u2, t[x, u1] + v1〉

= 〈u1, v2〉 − 〈u2, v1〉 − 〈x, [u1, u2]〉

as claimed.
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We now explain the proof of Donaldson’s theorem. As in the finite-
dimensional case, we need a Kähler potential for the first complex structure
on AH. Here, we take

f : AH = A2
C −→ R, f(α, β) =

1

8

∫
I

‖α + α∗‖2 + 2‖β‖2, (4.6)

or equivalently

f(A) =
1

4

∫
I

2‖A1‖2 + ‖A2‖2 + ‖A3‖2.

It is a global Kähler potential with the property that µI(A)(x) = df(Ix#
A)

for x ∈ Lie(G0). Hence, we argue as in the finite-dimensional case, i.e. we fix
a solution (α, β) to the complex Nahm equation and consider the functional

F : G0
C −→ R, F (g) = f(g · (α, β)).

Hence F is a “Kempf–Ness function”, i.e. a critical point g of F has the
property that g · (α, β) satisfies the real Nahm equation. Moreover, if k ∈ G0

then F (kg) = F (g) so we can view F as a function on C2(I,H)0, i.e. the
set of C2 maps h : I → H = GC/G with fixed points h(0) = h(1) = 0. As
before, we can gauge α to zero using GC, i.e. there exists g ∈ GC such that
g · (α, β) = (0, x) for some x ∈ g. Then, we can assume that (α, β) = (0, x),
but must find a minimum h with boundary points instead given by h(0) =
Gg(0)−1 and h(c) = Gg(1)−1. Then, the problem reduces to showing that
for all boundary points h0, h1 ∈ H the functional

F : C2(I,H) −→ R, F(h) = f(h · (0, x))

has a unique minimum with h(0) = h0 and h(1) = h1. This functional takes
the form

F(h) =

∫
I

‖ḣ‖2
H + Vx(h),

where Vx(h) = ‖hxh−1‖2 ≥ 0. This is a problem in the calculus of variations.
A minimum of F can be thought of as a particle moving under the potential
−Vx in the Riemannian manifold H. Moreover, the function Vx : H → R is
geodesically convex andH ∼= g is simply connected and of negative curvature.
Then, it follows from the direct method in the calculus of variations that F
for any points h0, h1 ∈ H, there is a unique path from h0 to h1 minimizing
F . This is, in essence, the proof of Donaldson’s theorem.
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4.3.4 Tri-Hamiltonian action

Now, the larger group G still acts on AH by preserving the hyperkähler
structure and solutions to Nahm’s equations. Thus, there is a residual action
of G/G0 = G×G onM preserving the hyperkähler structure. Going through
the definitions of the isomorphisms with GC×gC and T ∗GC it is easy to verify
the following description.

Proposition 4.7. Under the diffeomorphism M → GC × gC, the action of
G×G is given by

(g, h) · (a, x) = (gah−1,Adg x).

Under the isomorphism GC × gC ∼= T ∗GC, this corresponds to the lift of the
action of G×G on GC by (g, h) · a = gah−1.

As explained earlier, if a Lie group G acts on a smooth manifold M , the
lift of this action to T ∗M has a canonical moment. Thus, by the previous
result, we have a moment map for G × G action on M with respect to the
first Kähler structure, and by symmetry, there must be a hyperkähler moment
map onM. As in the preceding section, this map has a simple expression by
evaluation solutions to Nahm’s equations at the boundary points. That is,
by identifying g∗ with g using the invariant inner-product and we can view
(g× g)∗⊗ ImH = (g× g)3 as the space of 2× 3 matrices with coordinates in
g, and the hyperkähler moment map

µ :M−→ (g× g)∗ ⊗ ImH

is given by

µ(A) =

(
A1(0) A2(0) A3(0)
−A1(1) −A2(1) −A3(1)

)
.

We now prove this formula, following [12]. We will only prove that A 7→
−A1(b) is a moment map with respect to ωI for the right action of G onM.
The rest follows by similar arguments. Take x ∈ g and A ∈ M. Then, a
lift X to AH of the vector x#

A ∈ TAM can be computed by noting that the
gauge transformation t 7→ estx acts via etx on M, so

X =
d

ds

∣∣∣
s=0

estx · A = ([tx, A0]− x, [tx, A1], [tx, A2], [tx, A3]).
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Now, let y ∈ TAM and take any horizontal lift Y to y. Then, ωI(x
#
A , y) =

〈IX, Y 〉. Note that IX is not necessarily horizontal, but any vertical com-
ponent will be killed by Y anyway. Hence,

ωI(x
#
A , y) =

∫ 1

0

−〈[tx, A1], Y0〉+ 〈[tx, A0]− x, Y1〉 − 〈[tx, A3], Y2〉+ 〈[tx, A2], Y3〉

=

∫ 1

0

〈tx, [Y0, A1] + [A0, Y1] + [Y2, A3] + [A2, Y3]〉 − 〈x, Y1〉

Now, using (4.3), we get

ωI(x
#
A , y) =

∫ 1

0

−〈tx, Ẏ1〉 − 〈x, Y1〉

and by integration by part this is −〈x, Y1(1)〉. But letting µ(A) = −A1(1)
we have 〈µ, x〉 = −〈x,A1(1)〉 so (d〈µ, x〉)A(y) = −〈x, Y1(1)〉. This concludes
the proof of the moment map formula for the action of G×G on M.

Now, the complex part of the moment map µC = µJ +iµK :M→ gC×gC
is holomorphic with respect to I. Hence, it can be viewed as a holomorphic
map µC : GC × gC → gC × gC and it turns out it has a simple algebraic
expression, namely,

µC(a, x) = (x,−Ada−1 x). (4.7)

This follows easily from the definition of the isomorphism M → GC × gC.
As expected, this is the canonical complex moment map for the action of
GC ×GC on T ∗GC.

4.3.5 Hyperkähler quotients

By the preceding section for any closed subgroup H of G×G, we can consider
the hyperkähler quotient of M by H. Moreover, we have a global Kähler
potential f descending from (4.6). It can be shown that this potential is
proper [43]. Hence, if theH-action is free, Theorem 3.6 applies to show that it
is isomorphic to the complex-symplectic quotient of T ∗GC by HC ⊆ GC×GC.
For example, for any closed subgroup H ⊆ G, we get a hyperkähler structures
on T ∗(GC/HC) by viewing H as a subgroup of the left factor of G×G.

This works more generally for non-free actions, where M///H is homeo-
morphic to the affine GIT quotient ν−1

C (0)//HC = SpecC[ν−1
C (0)]HC , where

νC : T ∗GC → h∗C is given by composing (4.7) with the restriction map

35



g∗C × g∗C → h∗C. We can also shift the first moment map µI by the differ-
ential of a character χ : H → S1 to realize M///µ−dχ H as a quasi-projective

complex algebraic variety, namely, Proj
⊕∞

n=0 C[ν−1
C (0)]HC,χ

n
, and this can be

used to construct explicit resolution of singularities of M///H [44].

4.3.6 Concatenation

As in §4.3.2, let Ma be the moduli space of solutions to Nahm’s equations
on [0, a]. Let a, b > 0. Then, we can consider the action of G on Ma by
right translations and on Mb by left translations. This gives a free action
of G on Ma × Mb and hence we can consider the hyperkähler quotient
(Ma×Mb)///G. Note that since the hyperkähler moment maps are evaluation
of a solution to Nahm’s equations at the boundary points, the zero-level set
of the hyperkähler moment map is the set of (A,B) ∈ Ma ×Mb such that
Ai(a) = Bi(0) for i = 1, 2, 3. Thus, by thinking of elements ofMa as solutions
on [0, a] and elements ofMb as solutions of [a, a+b], there is a concatenation
map which gives a well-defined smooth map

(Ma ×Mb)///G −→Ma+b.

This map is in fact an isomorphism of hyperkähler manifolds.

4.3.7 The reduced Nahm equations

In our discussion of the “baby Nahm equation”, we had two descriptions
of µ−1(0)/G0: the complex version AC/G0

C
∼= GC and the symplectic ver-

sion µ−1(0)/G0 ∼= T ∗G. So far, we have only described the complex version
of Nahm’s equations, but there is also an analogue of the diffeomorphism
µ−1(0)/G0 ∼= T ∗G, due to Dancer–Swann [12]. This gives us another finite-
dimensional representation of M, but this one does not depend on a choice
of complex structure.

As for the Kähler quotient, we can always gauge A0 to 0, i.e. for each
solution A ∈ AH to Nahm’s equations there is a unique g ∈ G0 such that
g(0) = 1 and g · A = (0, P1, P2, P3) for some Pi ∈ A. Indeed, g is the unique
solution to the linear ODE ġ = gA0 with g(0) = 1. Then, the Pi’s satisfy the
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so-called reduced Nahm equations

Ṗ1 + [P2, P3] = 0

Ṗ2 + [P3, P1] = 0

Ṗ3 + [P1, P1] = 0.

Note that now the number of unknowns is equal to the number of equations,
so solutions are uniquely determined by their initial conditions. Moreover,
Pi(0) = Ai(0) since g(0) = 1, so, by the smooth dependence of solutions to
linear ODEs on the initial conditions, we have:

Proposition 4.8. Define

ϕ :M−→ G× g3, A 7−→ (g(1), A1(0), A2(0), A3(0))

where g is the unique solution solution to ġ = gA with g(0) = 1. Then, ϕ is a
diffeomorphism onto G×W for some open set W ⊆ g3 which is star-shaped
about (0, 0, 0). Moreover, this diffeomorphism intertwines the action of G×G
on M with the action on G×W given by (g, h) · (a, x) = (gah−1,Adg x).

We can also describe the Kähler potential on this finite-dimensional man-
ifold, namely,

f : G×W −→ R, f(a, x) =
1

4

∫ 1

0

2‖P x
1 ‖2 + ‖P x

2 ‖2 + ‖P x
3 ‖2,

where P x is the unique solution to the reduced Nahm equation with P x(0) =
x.

4.3.8 Hyperkähler rotation

There is an additional phenomenon on M which has no analogue on G and
T ∗G = GC, namely an additional SO(3)-symmetry, called a hyperkähler ro-
tation (see §3.6).

The easiest way to describe this is to view AH as a bi-H-module by left
and right multiplications and consider for q ∈ Sp(1) ⊆ H∗ the map

AH −→ AH, A 7−→ q · A := qAq−1.

In other words, viewing AH = A⊗R H this is the unique linear extension of
the map A⊗ p 7→ A⊗ qpq−1 for A ∈ A and p ∈ H. We have (−q) ·A = q ·A,
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so this descends to an action of SO(3). Explicitly, an element of SO(3) acts
on A = (A0, A1, A2, A3) by fixing A0 and rotating A1, A2, A3.

Then, for each q ∈ Sp(1), the map A→ q · A is an isometry, and rotates
the complex structures, in the sense that if I is any element of the two-sphere
of complex structures, then q : AH → AH holomorphic with respect to I on
the left and qIq−1 on the right.

The remarkable fact is that Nahm’s are invariant under this action, which
follows from the fact that the hyperkähler moment map µ : AH → C0(I, g)⊗
ImH is equivariant with respect to the action of Sp(1) on AH and on ImH.
Moreover, the action of SO(3) on AH commutes with the action of G, so this
descends to an action of SO(3) on M commuting with the action of G×G.

Hence, for any choice of frames of complex structures I ′, J ′, K ′, the hy-
perkähler manifold (M, g, I ′, J ′, K ′) is isomorphic as a complex-symplectic
manifold to T ∗GC.

4.3.9 Functorial property

Let M be any hyperkähler manifold with a tri-Hamiltonian action of G with
moment map µ : M → g∗⊗ ImH. Then, there is canonical operation we can
do on M , which is to consider the diagonal action of G on M×T ∗GC, where G
acts on T ∗GC by left translations, and take the hyperkähler quotient. This
action is free, so (M × T ∗GC)///G is always another smooth hyperkähler
manifold. What is it?

Proposition 4.9. The hyperkähler manifold (M×T ∗GC)///G is isomorphic as
a complex-symplectic manifold to an open subset U of M (but the hyperkähler
structure might differ). If M has a G-invariant Kähler potential f for ω1

which is bounded below on GC-orbits, and µ1 is the moment map associated
to f , then U = M .

To prove this, we first prove the complex-symplectic version.

Proposition 4.10. Let (M, I, ω,GC, µ) be a complex-Hamiltonian manifold.
Then, the complex-symplectic quotient of M × T ∗GC by GC is a complex-
symplectic manifold and is isomorphic to M .

Proof. The action of GC on T ∗GC is free and proper, and hence so is the
action on M × T ∗GC. Thus, the holomorphic version of the Marsden–
Weinstein reduction theorem applies and the reduction of M × T ∗GC by
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GC is a smooth complex-symplectic manifold. Now, the moment map is
ν : (p, (a, x)) 7→ µ(p) + x, so the quotient is

ν−1(0)/GC = {(p, (a, x)) ∈M ×GC × gC : x = −µ(p)}/GC,

where GC acts by g · (p, (a, x)) = (g · p, (ga,Adg x)). Now, the inclusion
j : M ↪→ ν−1(0) : p 7→ (p, (1,−µ(p))) descends to a biholomorphism ϕ :
M → ν−1(0)/GC. Moreover, if η denotes the complex-symplectic form on
T ∗GC and ζ the one on ν−1(0)/GC we need to show that ϕ∗ζ = ω. The form ζ
is uniquely characterized by π∗ζ = i∗(ω + η), where π : ν−1(0)→ ν−1(0)/GC
and i : ν−1(0) ↪→ M × T ∗GC. Now, j∗i∗(ω + η) = ω, so j∗π∗ζ = ω, but
j∗π∗ = ϕ∗. To show that j∗i∗(ω + η) = ω, consider the composition k :
M → M × T ∗GC : p 7→ (p, (1,−µ(p))). Then, for u, v ∈ TpM we have
dkp(u) = (u, (0,−dµp(u))) so

(k∗(ω + η))(u, v) = ω(u, v) + η((0,−dµp(u)), (0,−dµp(v))) = ω(u, v)

since the fibres of T ∗GC are Lagrangian.

Proof of Proposition 4.10. By the the preceding result and Theorem 3.6, it
suffices to show that M × T ∗GC has a G-invariant Kähler potential which is
proper on GC-orbits. This follows from the fact that the sum of a proper and
bounded below function and one which is bounded below, is proper.

There is a categorical interpretation of the result of this section [46].
Take a category whose objects are complex reductive groups and such that
a morphism from GC to HC is an isomorphism class of complex-symplectic
manifolds with a complex-Hamiltonian action of GC×HC. The composition
between M : GC → HC and N : HC → KC is the symplectic reduction
(M ×N)//HC. Then, we have found the identity morphism in that category:
T ∗GC. Note, however, that we cannot enhance this to a category whose
morphisms are hyperkähler manifolds since M = T ∗GC would not be an
identity since the hyperkähler structures are changed. For example, we saw
that (Ma ×Mb)///G ∼=Ma+b.

4.3.10 Twistor space

We can give an explicit description of the twistor space ZM ofM. Since there
is a hyperkähler rotation, we know that the fibres of Z will all be copies of
T ∗GC, so the twistor space will be obtained by two copies of T ∗GC×C glued
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in a certain way. This was computed by Kronheimer in [38], but the proof
we will give is inspired from Biquard [8].

For a solution to Nahm’s equations A and ζ ∈ CP1 − {∞}, set

α(A, ζ) = (A0 + iA1)− ζ(A2 − iA3)

β(A, ζ) = (A2 + iA3)− 2iζA1 + ζ2(A2 − iA3).

View AH × C is an open subset of the twistor space of AH. Then, the map

AH × C −→ A2
C × C, (A, ζ) 7−→ (α(A, ζ), β(A, ζ), ζ)

is a trivialization, in the sense that for each fixed ζ it is complex-symplecto-
morphism from AH with the complex-symplectic structure (Iζ , (ω2 + iω3) −
2iζω1 + ζ2(ω2 − iω3)) to A2

C with the standard complex-symplectic struc-
ture (viewing A2

C = T ∗AC)). Moreover, this isomorphism intertwines the
action of G0 on AH with the standard action on A2

C. Hence, it descends
to a trivialization of M × C ⊆ ZM to the complex-symplectic quotient
{(α, β) : β̇ + [α, β] = 0}/G0

C. As above, we can identify the latter with
GC × gC, so we have a biholomorphism

π−1(U) ⊆ ZM −→ GC × gC × C,

where π : ZM → CP1 and U = CP1 − {∞}. Similarly, by setting for
ζ̃ ∈ CP1 − {0}

α̃(A, ζ̃) = (A0 − iA1) + ζ̃(A2 + iA3)

β̃(A, ζ̃) = ζ̃2(A2 + iA3)− 2iζ̃A1 + (A2 − iA3)

we get a biholomorphism

π−1(V ) ⊆ ZM −→ GC × gC × C.

Then, we want to compute the transition function

GC × gC × C∗ −→ GC × gC × C∗.

To do this, observe the relation

α̃(A, ζ−1) = α(A, ζ) + ζ−1β(A, ζ)

β̃(A, ζ−1) = ζ−2β(A, ζ).
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Let (a, x, ζ) ∈ GC × gC × C∗ and (ã, x̃, ζ̃) ∈ GC × gC × C∗ be related by
this transition function. We have (α, β) = g · (0, x) where g(0) = 1 and
g(1) = a−1. Similarly, (α̃, β̃) = g̃ · (0, x̃). Then, the relations above reduce to

− ˙̃gg̃−1 = −ġg−1 + ζ−1 Adg x

Adg̃ x̃ = ζ−2 Adg x.

Upon inspection, we find that if g̃−1g = eλx for some function λ then the
first equation holds with x̃ = x/ζ2. This means g̃ = ge−λx and since g̃(0) = 1
it suggests trying λ = tc for some constant c, i.e. g̃ = ge−tcx. Plugging this
ansatz in the first equation we get

−ġg−1 + gcxg−1 = −ġg−1 + ζ−1gxg−1

and hence c = 1/ζ solves it. Thus, ã = g̃(1)−1 = (g(1)e−x/ζ)−1 = (a−1e−x/ζ)−1 =
ex/ζa and we find that

(ã, x̃, ζ̃) = (ex/ζa, x/ζ2, 1/ζ).

Theorem 4.11. The twistor space is obtained from two copies of GC×gC×C
with their standard complex-symplectic structures and glued by (a, x, ζ) ∼
(ã, x̃, ζ̃) if and only if (ã, x̃, ζ̃) = (ex/ζa, x/ζ2, 1/ζ). Moreover, over the patch
ζ 6=∞, the real structure for ζ 6= 0 is given by

G× g× C∗ −→ G× g× C∗, (a, x, ζ) 7−→ (ex̄/ζ̄ ā, x̄/ζ̄2,−1/ζ̄),

and the elements (a, x, 0) are sent to (ā, x̄, 0) in the other patch.

5 Nahm’s equations with poles

We now discuss solutions to Nahm’s equations on an open interval (a, b) with
first-order poles of fixed residues at t = a, b, following Bielawski [4].

5.1 Boundary conditions

As before, we first consider the case I = (0, 1) to simplify the notation. In
this section, we discuss the possible boundary conditions for a solution A to
Nahm’s equations on (0, 1). We suppose that A0 is smooth at t = 0, but that
A1, A2, A3 have simple poles, i.e.

Ai =
σi
t

+Bi
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near t = 0 for some σi, where σ0 = 0. Then, Nahm’s equations are

−σ1

t2
+ Ḃ1 +

[
B0,

σ1

t
+B1

]
+
[σ2

t
+B2,

σ3

t
+B3

]
= 0

−σ2

t2
+ Ḃ2 +

[
B0,

σ2

t
+B2

]
+
[σ3

t
+B3,

σ1

t
+B1

]
= 0

−σ3

t2
+ Ḃ3 +

[
B0,

σ3

t
+B3

]
+
[σ1

t
+B1,

σ2

t
+B2

]
= 0

Collecting the terms in 1/t2, we get

σ1 = [σ2, σ3]

σ2 = [σ3, σ1]

σ3 = [σ1, σ2].

This defines an su(2)-subalgebra in g. Indeed, the above relations are pre-
cisely the ones satisfied by the matrices

σ1 =

(
i/2 0
0 −i/2

)
, σ2 =

(
0 −1/2

1/2 0

)
, σ3 =

(
0 −i/2
−i/2 0

)
in su(2), so this gives a Lie algebra embedding

ρ : su(2) −→ g.

Thus, boundary conditions for Nahm’s equations are classified by su(2)-
subalgebras. Equivalently, ρ complexifies to an embedding sl(2,C) → gC
and every such complex embedding comes from a real one su(2)→ g. So we
also use the notation ρ for the complex version

ρ : sl(2,C) −→ gC.

Equivalently, this is an sl(2,C)-triple, i.e. a triple of elements (e, h, f) in gC
such that

[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.

We can go from an sl(2,C)-triple to an su(2)-triple and conversely by the
relation

e = −σ2 + iσ3, h = −2iσ1, f = σ2 + iσ3.

In particular, when G = U(n), pole conditions are classified by faithful rep-
resentations of sl(2,C) on Cn and hence there are finitely many possibilities.

42



More generally, the sl(2,C)-triple up to conjugations are in one-to-one corre-
spondences with the set of nilpotent orbits in gC and there are only finitely
many of them.

Thus, when choosing boundary conditions for Nahm’s equations we have
finitely many choices. There is a canonical choice, which is the sl2-triple
corresponding to the largest nilpotent orbit, or in other words, any sl2 triple
(e, h, f) such that e is regular (and hence h and f are also regular). This is
called a principal sl2-triple.

Fix two sl2-triple ρ0 = (e0, h0, f0) and ρ1 = (e1, h1, f1) in gC or equiva-
lently su(2)-triples σ0, σ1 in g. Let AH(ρ0, ρ1) be the set of smooth maps
(0, 1) → g ⊗ H which near t = 0 are of the form A(t) = σ0/t + B(t) where
B has an expansion in non-negative powers of t1/2, and similarly at t = 1.
The fractional powers are needed because if g = h ⊕

⊕
α∈Φ gα is a Cartan

decomposition with h0 ∈ h, then for all xα ∈ gα, the maps

(α(t), β(t)) =

(
−h0

2t
,
f0

t
+
∑
α∈Φ

tα(h)/2xα

)
are solutions to the complex Nahm equation with the appropriate pole con-
dition at t = 0, and we would like to include them even when some α(h) are
not even (they are always integers). On the other hand, if ρ is principal, no
fractional power is needed, since α(h) = 2 level(α) for all α ∈ Φ.

Since the poles are fixed at both endpoints, the L2-metric is well-defined,
endowingAH(ρ0, ρ1) with the structure of an infinite-dimensional hyperkähler
manifold. As before, we will view Nahm’s equations as a hyperkähler moment
map condition and take the hyperkähler quotient.

5.2 The moduli space

Define the centralizer Gρ = {g ∈ G : Adg σi = σi}. For example, Gρ = ZG if
ρ is principal, and Gρ = G if ρ is trivial. Moreover, (Gρ)C = (GC)ρ = {g ∈
G : Adg e = e,Adg h = h,Adg f = f}. Let G be the group of smooth maps
g : [0, 1]→ G which are analytic near t = 0, 1, g(0) ∈ Gρ0 , and g(1) ∈ Gρ1 .

Let G0 be the subgroup of g ∈ G such that g(0) = g(1) = 1. Then, as
before, the map

µ : AH(ρ0, ρ1) −→ C0(I, g)3, A 7−→

Ȧ1 + [A0, A1] + [A2, A3]

Ȧ2 + [A0, A2] + [A3, A1]

Ȧ3 + [A0, A3] + [A1, A2]


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can be viewed as a hyperkähler moment map for the action of G0 onAH(ρ0, ρ1),
and the quotient

M(ρ0, ρ1) := µ−1(0)/G0

is a finite-dimensional smooth manifold with a complete hyperkähler struc-
ture. Moreover, there is a residual action of G/G0 ∼= Gρ0 ×Gρ1 onM(ρ0, ρ1)
which preserves the hyperkähler structure. We recover the results of the
preceding section by setting ρ0 = ρ1 = 0, i.e M(0, 0) =M∼= T ∗GC.

More generally, we may consider the moduli spaces Ma(ρ0, ρ1) where
a > 0 is the length of the interval I on which Nahm’s equations are defined.
Then, by an argument similar to the one in §4.3.6, we have:

Proposition 5.1. For all a, b > 0 there is an isomorphism of hyperkähler
manifolds

(Ma(ρ0, 0)×Mb(0, ρ1))///G −→Ma+b(ρ0, ρ1),

where G acts on Ma(ρ0, 0) as the right factor of Gρ0 ×G and on Mb(0, ρ1)
as the left factor of G×Gρ1.

Moreover, there is an isomorphism of hyperkähler manifolds Mb(0, ρ1) ∼=
Mb(ρ1, 0) obtained by sending a solution A to Nahm’s equation on (0, b) to
the solution t 7→ −A(1− t) in Mb(ρ1, 0).

Hence, it suffices to describe

Mρ :=M(ρ, 0).

The first thing to observe is thatMρ has a holomorphic description as before,
namely, it is the quotient of solutions of β̇ + [α, β] = 0 by G0

C. This is proved
by first using the Donaldson’s Theorem 4.5 on [ε, 1] for ε > 0 to find gε such
that gε(ε) = g(1) = 1 and gε · (α, β) satisfies the real Nahm equation on [ε, 1]
and carefully letting ε→ 0.

5.3 Complex-symplectic description

We first collect a few Lie algebraic facts. For an sl2-triple ρ = (e, h, f), we
define the Slodowy slice

Sρ := f + ZgC(e),

which is an affine subspace of gC of dimension dimZgC(e) ≥ rk gC. The case
where dimSρ = rk gC corresponds to the case where ρ is principal. The
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Slodowy slice has the property of intersecting all adjoint orbit transversely,
which is equivalent to the linear-algebraic fact that for all x ∈ Sρ we have

gC = [gC, x] + ZgC(e).

This can be proved by decomposing gC into irreducible representations of
sl(2,C) = span{e, h, f}.

Theorem 5.2 (Bielawski). For all ρ, GC × Sρ is a complex-symplectic sub-
manifold of GC × gC ∼= T ∗GC and there is an isomorphism of complex-
symplectic manifolds Mρ

∼= GC × Sρ.

We now give an idea of the proof. First, there exists g ∈ G0
C such that

g ·(α, β) = (α′, β′) has the property that α′ = iσ1

t
= − h

2t
near t = 0. Now, de-

compose g =
⊕

λ∈Z gλ, where gλ are the weight spaces for the representation
sl(2,C) → End(gC). Then, near t = 0, the complex Nahm equation implies
that β′ = f

t
+
∑

λ∈Z t
λ/2xλ for some xλ ∈ gλ, and since β′ has a simple pole

with residues f/t, we have xλ = 0 for λ < 0. Moreover, we can further gauge
by some g to kill all xλ except the highest weight ones, i.e. those xλ such
that [e, xλ] = 0. Let x1, . . . , xk ∈ gC be a basis of highest weights vectors of
weights λ1, . . . , λk. Note that span{x1, . . . , xk} = ZgC(e). Hence, there exists
ε > 0 and g : [0, ε)→ GC such that

g · (α, β) =

(
− h

2t
,
f

t
+

k∑
i=1

tλi/2xi

)
.

Define

D(t) = exp

(
log(t)

2
h

)
: (0, 1]→ GC.

Then, −ḊD−1 = − h
2t

and AdD(t) xλ = tλ/2xλ if xλ ∈ gλ, so

g · (α, β) = D · (0, f + x)

near t = 0. Hence, every (α, β) ∈Mρ has a representative such that (α, β) =
D · (0, x) near t = 0 for a unique x ∈ Sρ. Hence, D−1 · (α, β) is a smooth
solution on [0, 1] and hence there exists a unique g ∈ GC such that g(0) = 1
and gD−1 · (α, β) = (0, x). Then, we have an isomorphism of complex-
symplecitc manifolds

G× Sρ −→Mρ, (a, x) 7→ Dga · (0, x),

where ga(0) = 1 and ga(1) = a−1.
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5.4 Tri-Hamiltonian action

From its construction, M(ρ0, ρ1) has a residual action of G/G0 = Gρ0 ×Gρ1

which preserves the hyperkähler structure. To describe the moment map, let

π0 : g −→ gρ0 , π1 : g −→ gρ1

be the orthogonal projections. Note that if A ∈ AH(ρ0, ρ1) then π0(A) is
smooth near t = 0 and π1(A) is smooth near t = 1. This follows from the
fact that if ρ = (σ1, σ2, σ3) is an su(2)-triple, then σi ∈ g⊥ρ for all i since
gρ = {x ∈ g : [x, σi] = 0, i = 1, 2, 3} and hence for all x ∈ gρ we have

〈σ1, x〉 = 〈[σ2, σ3], x〉 = 〈σ2, [σ3, x]〉 = 0

and similarly for σ2 and σ3. Hence, we can define

µ :M(ρ0, ρ1) −→ (gρ0 × gρ1)3

by

µ(A) =

(
π0(A1(0)) π0(A2(0)) π0(A3(0))
−π1(A1(1)) −π1(A2(1)) −π1(A3(1))

)
The same proof as in §4.3.4 shows that this is a hyperkähler moment map
for the action of Gρ0 ×Gρ1 on M(ρ0, ρ1).

5.5 Twistor space

An analysis similar to the one carried in §4.3.10 for T ∗GC shows that the
twistor space of Mρ can be identified as follows.

Theorem 5.3. The twistor space of Mρ is biholomorphic to two copies of
G× Sρ × C glued via (a, x, ζ) ∼ (ã, x̃, ζ̃) if and only if

ζ̃ = ζ−1

x̃ = ζ−2 Adζ−h x

ã = ζ−hex/ζa,

where ζ−h := exp(− log(ζ)h) (which is well-defined for ζ ∈ C∗).
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5.6 Hyperkähler slices

Let M be a hyperkähler manifold and G a compact Lie group acting on M
by preserving the hyperkähler structure and with hyperkähler moment map
µ : M → g∗ ⊗ ImH.

Then, for any su(2)-triple ρ, we have an action of G on Mρ and hence
we can consider the hyperkähler quotient

(M ×Mρ)///G,

which is a smooth hyperkähler manifold. This generalizes the discussion in
§4.3.9, where we have shown that (M ×Mρ)///G ∼= M when ρ = 0. More
generally, we have:

Theorem 5.4 (Bielawski [4]). Let (M, g, I, J,K) be a hyperkähler manifold
and G a compact Lie group acting on M by preserving the hyperkähler struc-
ture and with hyperkähler moment map µ : M → g∗⊗ ImH and suppose that
the action extends to an I-holomorphic action of GC. Let µC = µJ + iµK :
M → gC ∼= g∗C. Then, µ−1

C (Sρ) is a complex-symplectic submanifold of M
and the hyperkähler manifold (M ×Mρ)///G is isomorphic as a complex-
symplectic manifold to an open subset U of µ−1

C (Sρ). Moreover, if there is
a global Kähler potential for (M, g, I) which is bounded below on GC-orbits,
then U = µ−1

C (Sρ).

5.7 Poles at both endpoints

Coming back to the original moduli spaceM(ρ0, ρ1) with poles at both end-
points, we can use Bielawski’s theorem on

M(ρ0, ρ1) = (Mρ0 ×Mρ1)///G

to get thatM(ρ0, ρ1) can be described as a complex-symplectic submanifold
of GC × Sρ0 , namely,

M(ρ0, ρ1) = {(a, x) ∈ GC × Sρ0 : −Ada−1 x ∈ Sρ1}.

Since GC×Sρ0 is a complex-symplectic submanifold of T ∗GC, so isM(ρ0, ρ1).
Indeed, we apply Theorem 5.4 with ρ = ρ1 and M =Mρ0 and note that,

by (4.7), the complex moment map µC : M = GC × Sρ0 → gC is given by
(a, x) 7→ −Ada−1 x.
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5.8 Hyperkähler rotation

There is also a hyperkähler rotation on the spaces M(ρ0, ρ1). To describe
it, let ϕ0 : Sp(1) → G be the Lie group homomorphism whose derivative is
ρ0 : su(2) → g and similarly for ϕ1 : Sp(1) → G. For q ∈ Sp(1) and A ∈
AH(ρ0, ρ1), take any element g ∈ G such that g(0) = ϕ0(q) and g(1) = ϕ1(q).
Then, consider

q(g · A)q−1,

where q and q−1 act using the natural H-bi-module structure of C0(I, g)⊗H.
Using the identity

qiq−1 ⊗ qiq−1 + qjq−1 ⊗ qjq−1 + qkq−1 ⊗ qkq−1 = i⊗ i+ j ⊗ j + k ⊗ k

in H⊗RH, we see that q(g ·A)q−1 has the same poles at the boundary points
as A. Hence, we get another element of AH(ρ0, ρ1) and this descends to a
well-defined action of Sp(1) on M(ρ0, ρ1), which is a hyperkähler rotation.

5.9 Examples

5.9.1 SU(2)-monopole space

The most famous example is when G = U(n) and ρ0, ρ1 are both equal to the
irreducible representation of sl(2,C) on Cn. In other words, the sl2-triples in
gl(n,C) are

e =


0 1

0 2

0
. . .
. . . n− 1

0



h =


n− 1

n− 3
n− 5

. . .

−(n− 1)


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f =



0
n− 1 0

n− 2 0
. . . . . .

2 0
1 0


.

The spaceM(ρ0, ρ1) is also isomorphic to the framed moduli space of SU(2)-
monopoles of charge n on R3 [28, 16, 50].

5.9.2 A simple bow variety

More generally, if ρ0 and ρ1 are not necessarily irreducible, we can study
M(ρ0, ρ1) by the decomposition (Mρ0×Mρ1)///G as explained in Proposition
5.1, so it suffices to describeMρ for a general ρ. We focus on the case where
the ρ comes from the irreducible representation on Cn−m × {0} ⊆ Cn for
some 0 ≤ m ≤ n and denote the resulting moduli space by Fn(m), following
Bielawski [5] and Cherkis [10].

Proposition 5.5. We have Fn(m) = GL(n,C)× gl(m,C)×Cm+n if m < n
and Fn(n) = GL(n,C)× gl(n,C).

Proof. This amounts to show that Sρ = gl(m,C) × Cm+n for m < n. It is
easy to see that a general element of Sρ is of the form

f + x

∗ · · · ∗
0 · · · 0
...

...
0 · · · 0

0 · · · 0 ∗
...

...
...

0 · · · 0 ∗

∗ · · · ∗
...

...
∗ · · · ∗


where x ∈ Zgl(n−m,C)(e) ∼= Cn−m and e, h, f are viewed as elements of gl(n−
m,C).

We will now discuss a very simple bow variety, which combines several
moduli spaces of solutions to Nahm’s equations with poles. We enrich our
notation and denote byMG

I (ρ0, ρ1) the moduli space of solutions to Nahm’s
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equation with gauge group G on the interval I with poles of residues ρ0 and
ρ1 at the boundary points of I.

Fix real numbers

λ0 < λ1 < · · · < λr+1, λi ∈ R

to define r + 1 intervals

I0 = [λ0, λ1], . . . , Ir = [λr, λr+1]

and fix integers
n0 < n1 < · · · < nr, ni ∈ Z≥0

to define principal U(ni)-bundles over Ii for each i.
For any integers 0 ≤ m ≤ n, let ρnm : su(2) → u(n) be the irreducible

representation of su(2) on Cn−m × {0} ⊆ Cn. Note that that the stabilizer
U(n)ρnm contains U(m), embedded as the lower-right block, i.e.(

1 0
0 U(m)

)
⊆ U(n)ρnm .

Now, consider

MU(n0)
[λ0,λ1](0, 0)×MU(n1)

[λ1,λ2](ρ
n1
n0
, 0)× · · · ×MU(nr)

[λr,λr+1](ρ
nr
nr−1

, 0) (5.1)

Since U(ni−1) ⊆ U(ni)ρni
ni−1

for all i, there is an action of U(n0)×· · ·×U(nr−1)

and hence we can consider the hyperkähler quotient of (5.1) by U(n0) ×
· · · × U(nr−1), which is a smooth hyperkähler manifold M(λ, n) canonically
associated to λ = (λ0, . . . , λr+1) and n = (n0, . . . , nr).

There is another way of thinking about this manifold directly as an
infinite-dimensional hyperkähler quotient, and this is how Cherkis bow va-
rieties are originally defined. We take the point of view at the end of §2.5,
i.e. we can think of the data of λ and n as a collection of hermitian vector
bundles Ei of rank ni over Ii = [λi, λi+1] for each i. We think of a solution
to Nahm’s equations on Ei as a unitary connection ∇ together with three
skew-hermitian sections A1, A2, A3 of End(Ei) satisfying

∇∂tA1 + [A2, A3] = 0

∇∂tA2 + [A3, A1] = 0

∇∂tA3 + [A1, A2] = 0.
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We fix injections Ei|λi+1
⊆ Ei+1|λi+1

for i = 0, . . . , r, which is possible since
rkEi < rkEi+1. We view Ai as maps Ii → u(ni). Then, we look for the space
AH of tuples (∇i, Ai1, A

i
2, A

i
3) where Aij : I → u(ni) have regular limit on the

right and on the left have the boundary condition

Aij(t) =

(
σ

∆ni
j

t−λi +O(1) O((t− λj)
∆ni−1

2 )

O((t− λj)
∆ni−1

2 ) Ai−1
j (λi) +O(t)

)
,

where ∆ni = ni − ni−1 and (σ∆ni
1 , σ∆ni

2 , σ∆ni
3 ) is the su(2)-triple defining the

irreducible representation su(2) → u(∆ni). Consider the group G of tuples
(g0, . . . , gr) where gi : Ii = [λi, λi+1]→ U(ni) is such that

gi(λi) =

(
1 0
0 gi−1(λi)

)
for i = 1, . . . , r, g0(0) = 1, and gr(λr+1) = 1. Then, G acts on AH and the
hyperkähler quotient is M(λ, n), which is a bow variety [10] with a single
wavy line and no edge.

Using Proposition 5.5 and Theorem 3.6 (the equivalence between hy-
perkähler quotients and complex-symplectic quotients), M(λ, n) can be ex-
pressed as a complex-algebraic variety, namely, the quotient of a complex
submanifold of T ∗GL(n0,C)×Fn1(n1−n0)×· · ·×Fnr(nr−nr−1) by GL(n0)×
· · · ×GL(nr−1,C).
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